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#### Abstract

In this paper, we propose an optimization-based group decision making (GDM) method using interval-valued intuitionistic fuzzy preference relations (IVIFPRs). First, the concept of consistency of intuitionistic fuzzy preference relations (IFPRs) is provided. Moreover, the consistency index for IFPRs is presented. Subsequently, by splitting an IVIFPR into two IFPRs, an additive consistency is proposed for IVIFPRs. Afterward, a consensus index is presented for GDM. When the consistency and the consensus do not achieve the requirement, we propose several models to reach the requirement. Furthermore, individual IVIFPRs are integrated into a collective IVIFPR. After that, a procedure is offered to obtain the interval-valued intuitionistic fuzzy (IVIF) priority weights of the alternatives. Moreover, a new GDM method with IVIFPRs is offered. Finally, some application examples are offered. The proposed GDM method can conquer the shortcomings of the existing GDM methods. It offers us a useful way for GDM in the IVIF context.
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## 1. Introduction

Group decision making (GDM) usually needs the decision makers (DMs) to rank the alternatives, where preference relations are good techniques to collect the wisdom of a group of DMs. Until now, many researchers have developed different kinds of preference relations [3,7,22,25,26,29,35,37]. For example, Xu [41] introduced intuitionistic fuzzy preference relations (IFPRs) based on intuitionistic fuzzy sets (IFSs) [1]. In recent years, some multiattribute decision making methods [4,8,9,20,24,27,49] have been proposed based on IFSs. In [27], Tang and Meng presented a GDM method based on linguistic intuitionistic fuzzy Hamacher aggregation operators. Up to now, many researchers [11,14,34,39,42,43,45,46] have studied IFPRs. For example, Wang [34] defined the concept of additive consistency for IFPRs. Based on which, Jin et al. [11] presented a novel multiplicative consistency. Liao and Xu [14] reviewed the definition of consistency in intuitionistic fuzzy environments. In practical applications, IFPRs provided by DMs are not always consistent or consensual. Xu et al. [46] improved the consistency and the consensus. In [2], Atanassov and Gargov proposed the theory of interval-valued intuitionistic fuzzy sets (IVIFSs). In recent years, some multiattribute decision making methods [19,21,48] have been proposed based on IVIFSs. Xu and Chen [44] presented the definition of interval-valued intuitionistic fuzzy preference relations (IVIFPRs), which can properly denote the uncertain preferred and the uncertain non-preferred judgements of DMs. In [17], Meng et al. presented

[^0]a GDM method based on interval-valued intuitionistic multiplicative preference relations. In [50], Zhang et al. presented a GDM method based on IVIFPRs for selecting cloud computing vendors for small and medium-sized enterprises. After the work of Xu and Chen [44], several scholars [15,33] presented some algorithms to repair the inconsistency of IVIFPRs. From the review of the researches for IFPRs and IVIFPRs [ $6,13,15,18,28,30-34,38,44]$, we can see that there are some drawbacks:
(1) Consistency plays a significant role in various kinds of preference relations. For different kinds of preference relations, a key point is to check and improve their consistency. In practical GDM with IVIFPRs, it is common that an IVIFPR is unacceptable consistent. In this case, we need to repair the IVIFPR until it reaches the consistency threshold. Besides the consistency, the consensus in a GDM process also plays a necessary part. The consensus reaching process can avoid the situation of non-consensus among DMs. However, the methods presented in $[6,30,38,44]$ don't improve the consistency and the consensus. Consensus checking and reaching is overlooked in the methods presented in [15,31,33]. The method presented in [32] lacks the consideration of judging and improving the consistency.
(2) The methods presented in $[15,18,28,32,33]$ may need several iteration times and they only improve one IVIFPR each time, which needs more computational efforts. Furthermore, the iterative algorithms presented in [15,18,28,32,33] cannot retain DMs' preferences as much as possible under the condition that the original IVIFPRs need to be adjusted into modified IVIFPRs having an acceptable consistency and/or an acceptable consensus.
(3) The methods presented in [6,13,34] ignored DMs' risk attitudes. Moreover, the methods presented in $[6,13,34]$ derived alternatives' priority weights by constructing some programming models, which only consider DMs' satisfaction degrees and ignored their dissatisfaction degrees.

This paper further carries out the GDM with IVIFPRs and offers a new GDM method, where
(1) A definition of additive consistent of IFPRs is provided. Then, we propose a consistency index and a novel definition of acceptable consistency of IFPRs. Moreover, an acceptable additive consistency of IVIFPRs is presented and its basic properties are offered. The methods presented in $[18,28]$ applied the complete consistency, whereas the proposed method utilizes the acceptable consistency. It should be noted that when we let the consistency threshold be equal to zero, we can derive decision-making methods with IVIFPRs following the complete consistency analysis.
(2) When the consistency and consensus of IVIFPRs are unacceptable, a model for reaching the requirements of the consistency and consensus is presented to ensure the minimum loss of the original DMs' information and the maximum consistency and consensus levels. Compared with the methods presented in [15,18,28,31-33] which offered iterative methods for improving the consistency or the consensus, the proposed consistency and consensus repairing method can improve several IVIFPRs simultaneously, where no iterative processes are required. Hence, our method can easily be performed and time-saving, which aims to preserve the DMs' most original information.
(3) The methods presented in $[18,28]$ cannot ensure that the DMs' most original information is preserved in the process of improving the consistency and the consensus. The proposed method has the advantage that it can achieve three goals simultaneously, i.e., (1) reaching the acceptable consistency and consensus requirements, (2) retaining the largest amount of the original information, and (3) maximizing the consistency and the consensus levels of the modified IVIFPRs.
(4) For GDM with IVIFPRs, a model which involves the group consensus is established to calculate the DMs' weights.
(5) We derive the priority weights using a model which involves DMs' satisfaction and dissatisfaction simultaneously.
(6) A new GDM method with IVIFPRs is proposed. Some application examples are used to show the advantages of our method over the methods presented in [5,15,30,31,33,34,43]. The proposed GDM method can conquer the shortcomings of the existing GDM methods.

This paper is organized as follows. Section 2 reviews some basic concepts to help the readers to understand the contents of the following sections. Section 3 provides the consistency analyses of IFPRs and IVIFPRs. Section 4 constructs the models of reaching the additive consistency and consensus. Section 5 presents a novel GDM method using IVIFPRs. Section 6 offers some application examples. The conclusions are provided in Section 7.

## 2. Preliminaries

In this section, we present some related concepts. Let $\Lambda=\{1,2, \cdots, m\}$ and let $\Gamma=\{1,2, \cdots, n\}$.

### 2.1. IFPRs

Definition 2.1 [1]. An IFS $T$ in the universe of discourse course $Y$ is represented by $T=\left\{\left\langle y, \xi_{T}(y), \eta_{T}(y)\right\rangle \mid y \in Y\right\}$, where $\xi_{T}: Y \rightarrow[0,1]$ and $\eta_{T}: Y \rightarrow[0,1]$ are the membership function and the non-membership function of the IFS $T$, respectively. For each $y \in Y, 0 \leqslant \xi_{T}(y)+\eta_{T}(y) \leqslant 1$.

For convenience, $\beta=\left(\xi_{\beta}, \eta_{\beta}\right)$ is called the intuitionistic fuzzy value (IFV) [47], where $\xi_{\beta} \in[0,1], \eta_{\beta} \in[0,1]$, and $\xi_{\beta}+\eta_{\beta} \leqslant 1$.

Definition 2.2 [41]. An IFPR $B$ on a finite set $R=\left\{r_{1}, r_{2}, \cdots, r_{n}\right\}$ of alternatives is represented as a matrix $B=\left(\beta_{i j}\right)_{n \times n}$, where $\beta_{i j}=\left(\xi_{i j}, \eta_{i j}\right)$ is an IFV, which satisfies the following conditions:

$$
\left\{\begin{array}{c}
\xi_{i j}, \eta_{i j} \in[0,1], i, j \in \Gamma  \tag{1}\\
\xi_{i j}=\eta_{j i}, \eta_{i j}=\xi_{j i}, i, j \in \Gamma, \\
\xi_{i i}=\eta_{i i}=0.5, i \in \Gamma \\
\xi_{i j}+\eta_{i j} \leqslant 1, i, j \in \Gamma
\end{array}\right.
$$

Definition 2.3 [34]. Let $z=\left(z_{1}, z_{2}, \cdots, z_{n}\right)^{T}$ be an intuitionistic fuzzy (IF) priority weight vector, where $z_{i}=\left(z_{i}^{\xi}, z_{i}^{\eta}\right)$ is an IFV with $z_{i}^{\xi}, z_{i}^{\eta} \in[0,1]$ and $z_{i}^{\xi}+z_{i}^{\eta} \leqslant 1$. The vector $z$ is called normalized iff

$$
\begin{equation*}
\sum_{j=1, j \neq i}^{n} z_{j}^{\xi} \leqslant z_{i}^{\eta}, z_{i}^{\xi}+n-2 \geqslant \sum_{j=1, j \neq i}^{n} z_{j}^{\eta}, \forall i \in \Gamma \tag{2}
\end{equation*}
$$

Definition 2.4 [34]. An IFPR $B=\left(\beta_{i j}\right)_{n \times n}$ is additive consistent, where $\beta_{i j}=\left(\xi_{i j}, \eta_{i j}\right)$ is an IFV, if

$$
\begin{equation*}
\xi_{i j}+\xi_{j k}+\xi_{k i}=\xi_{i k}+\xi_{k j}+\xi_{j i}, \forall i, j, k \in \Gamma \tag{3}
\end{equation*}
$$

### 2.2. IVIFPRs

Definition 2.5 [2]. An IVIFS $\tilde{T}$ in $Y$ is represented by $\widetilde{T}=\left\{\left\langle y, \widetilde{\xi}_{\tilde{T}}(y), \tilde{\eta}_{\tilde{T}}(y)\right\rangle \mid y \in Y\right\}$, where $\widetilde{\xi}_{\tilde{T}}(y) \subseteq[0,1]$ and $\tilde{\eta}_{\tilde{T}}(y) \subseteq[0,1]$ are the interval-value membership degree and the interval-value non-membership degree, respectively, and $\sup \widetilde{\xi}_{\widetilde{T}}(y)+\sup \tilde{\eta}_{\widetilde{T}}(y) \leqslant 1$.

For convenience, an interval-value intuitionistic fuzzy value (IVIFV) [44] is denoted by $\widetilde{\beta}=\left(\widetilde{\xi}_{\tilde{\beta}}, \tilde{\eta}_{\tilde{\beta}}\right)=\left(\left[\underline{\xi}_{\tilde{\beta}}, \bar{\xi}_{\tilde{\beta}}\right],\left[\underline{\eta}_{\tilde{\beta}}, \bar{\eta}_{\tilde{\beta}}\right]\right)$, where $\underline{\xi}_{\tilde{\beta}}, \bar{\xi}_{\tilde{\beta}}, \underline{\eta}_{\tilde{\beta}}, \bar{\eta}_{\tilde{\beta}} \in[0,1]$ and $\bar{\xi}_{\tilde{\beta}}+\bar{\eta}_{\tilde{\beta}} \leqslant 1$.

Definition 2.6 [44]. Let $\tilde{\beta}=\left(\left[\underline{\xi}_{\tilde{\beta}}, \bar{\xi}_{\tilde{\beta}}\right],\left[\underline{\eta}_{\tilde{\beta}}, \bar{\eta}_{\tilde{\beta}}\right]\right)$ be an IVIFV. Then, $s(\tilde{\beta})=\frac{1}{2}\left(\underline{\xi}_{\tilde{\beta}}-\underline{\eta}_{\tilde{\beta}}+\bar{\xi}_{\tilde{\beta}}-\bar{\eta}_{\tilde{\beta}}\right)$ is called the score value of $\tilde{\beta}$ and $\gamma(\tilde{\beta})=\frac{1}{2}\left(\underline{\xi}_{\tilde{\beta}}+\underline{\eta}_{\tilde{\beta}}+\bar{\xi}_{\tilde{\beta}}+\bar{\eta}_{\tilde{\beta}}\right)$ is called the accuracy value of $\tilde{\beta}$. Let $\tilde{\beta}_{1}$ and $\tilde{\beta}_{2}$ be any two IVIFVs. Then,
(1) If $s\left(\widetilde{\beta}_{1}\right)<s\left(\widetilde{\beta}_{2}\right)$, then $\tilde{\beta}_{1}<\tilde{\beta}_{2}$.
(2) If $s\left(\widetilde{\beta}_{1}\right)=s\left(\widetilde{\beta}_{2}\right)$, then
(i) If $\gamma\left(\widetilde{\beta}_{1}\right)=\gamma\left(\widetilde{\beta}_{2}\right)$, then $\tilde{\beta}_{1}=\tilde{\beta}_{2}$.
(ii) If $\gamma\left(\widetilde{\beta}_{1}\right)<\gamma\left(\widetilde{\beta}_{2}\right)$, then $\tilde{\beta}_{1}<\tilde{\beta}_{2}$.

Definition 2.7 [44]. Let $\widetilde{B}=\left(\widetilde{\beta}_{i j}\right)_{n \times n}$ be an IVIFPR on $R$, where $\tilde{\beta}_{i j}=\left(\widetilde{\xi}_{i j}, \tilde{\eta}_{i j}\right)$ is an IVIFV $(i, j \in \Gamma)$, $\widetilde{\xi}_{i j}$ denotes an interval of degrees in $[0,1]$ that alternative $r_{i}$ is better than alternative $r_{j}, \tilde{\eta}_{i j}$ denotes an interval of degrees in $[0,1]$ that alternative $r_{i}$ is worse than alternative $r_{j}$, which satisfy

$$
\left\{\begin{array}{c}
\widetilde{\xi}_{i j}=\left[\underline{\xi}_{i j}, \bar{\xi}_{i j}\right] \subseteq[0,1], i, j \in \Gamma  \tag{4}\\
\widetilde{\eta}_{i j}=\left[\underline{\eta}_{i j}, \bar{\eta}_{i j}\right] \subseteq[0,1], i, j \in \Gamma \\
\widetilde{\xi}_{i j}=\widetilde{\eta}_{j i}, \widetilde{\eta}_{i j}=\widetilde{\xi}_{j i}, i, j \in \Gamma \\
\widetilde{\xi}_{i i}=\widetilde{\eta}_{i i}=[0.5,0.5], i \in \Gamma \\
0
\end{array} \leqslant \bar{\xi}_{i j}+\bar{\eta}_{i j} \leqslant 1, i, j \in \Gamma .\right.
$$

## 3. Consistency analysis for IFPRs and IVIFPRs

In this section, we present the consistency analysis for IFPRs and IVIFPRs. For an IFPR $B=\left(\beta_{i j}\right)_{n \times n}$, where $\beta_{i j}=\left(\xi_{i j}, \eta_{i j}\right)$ is an IFV, the following statements are equivalent:
(i) $\xi_{i j}+\xi_{j k}+\xi_{k i}=\xi_{i k}+\xi_{k j}+\xi_{j i}$, for all $i, j, k \in \Gamma$,
(ii) $\xi_{i j}+\xi_{j k}+\eta_{i k}=\eta_{i j}+\eta_{j k}+\xi_{i k}$, for all $i, j, k \in \Gamma$, where $i<j<k$.

The consistency for IFPRs is redefined as follows.
Definition 3.1. An IFPR $B=\left(\left(\xi_{i j}, \eta_{i j}\right)\right)_{n \times n}$ is called additive consistent if it satisfies

$$
\begin{equation*}
\xi_{i j}+\xi_{j k}+\eta_{i k}=\eta_{i j}+\eta_{j k}+\xi_{i k}, \forall i, j, k \in \Gamma, i<j<k \tag{5}
\end{equation*}
$$

To quantify the consistency for an IFPR more accurately, we propose an additive consistency index based on Eq. (5), shown as follows.

Definition 3.2. The consistency index $f(B)$ of an IFPR $B=\left(\left(\xi_{i j}, \eta_{i j}\right)\right)_{n \times n}$ is defined as

$$
\begin{equation*}
f(B)=p \times \sum_{1 \leqslant i<j<k \leqslant n}\left|\xi_{i j}+\xi_{j k}+\eta_{i k}-\eta_{i j}-\eta_{j k}-\xi_{i k}\right| \tag{6}
\end{equation*}
$$

where $p=\frac{2}{n(n-1)(n-2)}$ and $0 \leqslant f(B) \leqslant 1$.
Definition 3.3. Let $B$ be an IFPR. For a given threshold $\theta \in[0,1]$, if $f(B) \leqslant \theta$, then $B$ is said to be acceptable additive consistent.

Theorem 3.1. Let $B^{h}=\left(\beta_{i j}^{h}\right)_{n \times n}(h=1,2, \cdots, m)$ be $m$ IFPRs with $\beta_{i j}^{h}=\left(\xi_{i j}^{h}, \eta_{i j}^{h}\right)$ and let $B^{c}=\left(\beta_{i j}^{c}\right)_{n \times n}$ be their collective IFPR, where $\beta_{i j}^{c}=\left(\xi_{i j}^{c}, \eta_{i j}^{c}\right)=\left(\sum_{h=1}^{m} \lambda_{h} \xi_{i j}^{h}, \sum_{h=1}^{m} \lambda_{h} \eta_{i j}^{h}\right), \sum_{h=1}^{m} \lambda_{h}=1$ and $0 \leqslant \lambda_{h} \leqslant 1$. If all IFPRs have the additive consistency (acceptable additive consistency), then the collective IFPR has the additive consistency (acceptable additive consistency).

Proof. Because $B^{h}$ is acceptable consistent, we have $f\left(B^{h}\right) \leqslant \theta$, where $\theta$ is a predefined consistency threshold. Let $B^{c}$ be the collective IFPR obtained by the aggregation of these $m$ IFPRs $B^{h}(h=1,2, \cdots, m)$. Then, we have

$$
\begin{aligned}
f\left(B^{c}\right) & =p \times \sum_{1 \leqslant i<j<k \leqslant n}\left|\xi_{i j}^{c}+\xi_{j k}^{c}+\eta_{i k}^{c}-\eta_{i j}^{c}-\eta_{j k}^{c}-\xi_{i k}^{c}\right| \\
& =p \times \sum_{1 \leqslant i<j<k \leqslant n}\left|\sum_{h=1}^{m} \lambda_{h} \xi_{i j}^{h}+\sum_{h=1}^{m} \lambda_{h} \xi_{j k}^{h}+\sum_{h=1}^{m} \lambda_{h} \eta_{i k}^{h}-\sum_{h=1}^{m} \lambda_{h} \eta_{i j}^{h}-\sum_{h=1}^{m} \lambda_{h} \eta_{j k}^{h}-\sum_{h=1}^{m} \lambda_{h} \xi_{i k}^{h}\right| \\
& \left.=p \times \sum_{1 \leqslant i<j<k \leqslant n}\left|\sum_{h=1}^{m} \lambda_{h}\left(\xi_{i j}^{h}+\xi_{j k}^{h}+\eta_{i k}^{h}-\eta_{i j}^{h}-\eta_{j k}^{h}-\xi_{i k}^{h}\right)\right| \leqslant p \times \sum_{1 \leqslant i<j<k \leqslant n} \sum_{h=1}^{m} \lambda_{h} \mid \xi_{i j}^{h}+\xi_{j k}^{h}+\eta_{i k}^{h}-\eta_{i j}^{h}-\eta_{j k}^{h}-\xi_{i k}^{h}\right) \mid \\
& =\sum_{h=1}^{m} \lambda_{h} f\left(B^{h}\right) \leqslant \sum_{h=1}^{m} \lambda_{h} \theta=\theta .
\end{aligned}
$$

Thus, $B^{c}$ is acceptable additive consistent. Moreover, let $\theta=0$, we can conclude that $B^{c}$ has additive consistency if all $B^{h}$ ( $h \in \Lambda$ ) have additive consistency. The proof is finished.
Q. E. D.

Theorem 3.2 [34]. Let $B=\left(\beta_{i j}\right)_{n \times n}=\left(\left(\xi_{i j}, \eta_{i j}\right)\right)_{n \times n}$ be an IFPR. If there exists a normalized IF priority weighting vector $z=\left(z_{1}, z_{2}, \cdots, z_{n}\right)^{T}$ with $z_{i}=\left(z_{i}^{\xi}, z_{i}^{\eta}\right)$, such that

$$
\beta_{i j}=\left(\xi_{i j}, \eta_{i j}\right)= \begin{cases}(0.5,0.5), & \text { if } i=j  \tag{7}\\ \left(0.5 z_{i}^{\xi}+0.5 z_{j}^{\eta}, 0.5 z_{i}^{\eta}+0.5 z_{j}^{\xi}\right), & \text { if } i \neq j\end{cases}
$$

then $B$ is additive consistent. Since $\xi_{i j}=\eta_{j i}$ and $\eta_{i j}=\xi_{j i}$, Eq. (7) can easily be reduced into

$$
\beta_{i j}=\left(\xi_{i j}, \eta_{i j}\right)= \begin{cases}(0.5,0.5), & \text { if } i=j  \tag{8}\\ \left(0.5 z_{i}^{\xi}+0.5 z_{j}^{\eta}, 0.5 z_{i}^{\eta}+0.5 z_{j}^{\xi}\right), & \text { if } i<j\end{cases}
$$

### 3.1. Consistency analysis of IVIFPRs

For an IVIFPR $\widetilde{B}$, Wan et al. [33] defined its lower matrix $B^{-}=\left(\beta_{i j}^{-}\right)_{n \times n}$ and its upper matrix $B^{+}=\left(\beta_{i j}^{+}\right)_{n \times n}$, where

$$
\begin{align*}
& \beta_{i j}^{-}=\left(\xi_{i j}^{-}, \eta_{i j}^{-}\right)= \begin{cases}\left(\xi_{i j} \bar{\eta}_{i j}\right), & \text { if } i<j, \\
(0.5,0.5), & \text { if } i=j, \\
\left(\bar{\xi}_{i j}, \eta_{i j}\right), & \text { if } i>j,\end{cases}  \tag{9}\\
& \beta_{i j}^{+}=\left(\xi_{i j}^{+}, \eta_{i j}^{+}\right)= \begin{cases}\left(\bar{\xi}_{i j}, \eta_{i j}\right), & \text { if } i<j, \\
(0.5,0.5), & \text { if } i=j, \\
\left(\underline{\xi}_{i j}, \bar{\eta}_{i j}\right), & \text { if } i>j .\end{cases} \tag{10}
\end{align*}
$$

According to Definition 2.2, $B^{-}$and $B^{+}$are IFPRs [33]. If the lower matrix $B^{-}$and the upper matrix $B^{+}$of an IVIFPR $\widetilde{B}=\left(\widetilde{\beta}_{i j}\right)_{n \times n}=\left(\left(\widetilde{\xi}_{i j}, \tilde{\eta}_{i j}\right)\right)_{n \times n}$ are offered in advance, then

$$
\tilde{\beta}_{i j}=\left(\tilde{\xi}_{i j}, \tilde{\eta}_{i j}\right)= \begin{cases}\left(\left[\xi_{i j}^{-}, \xi_{i j}^{+}\right],\left[\eta_{i j}^{+}, \eta_{i j}^{-}\right]\right), & \text {if } i<j  \tag{11}\\ ([0.5,0.5],[0.5,0.5]), & \text { if } i=j \\ \left(\left[\xi_{i j}^{+}, \xi_{i j}^{-}\right],\left[\eta_{i j}^{-}, \eta_{i j}^{+}\right]\right), & \text {if } i>j\end{cases}
$$

For an IVIFPR $\widetilde{B}=\left(\widetilde{\beta}_{i j}\right)_{n \times n}=\left(\left(\widetilde{\zeta}_{i j}, \tilde{\eta}_{i j}\right)\right)_{n \times n}$, its induced matrix $B(\lambda)=\left(\beta_{i j}(\lambda)\right)_{n \times n}$ is defined as follows:

$$
\beta_{i j}(\lambda)=\left(\xi_{i j}(\lambda), \eta_{i j}(\lambda)\right)=\left\{\begin{array}{c}
\left((1-\lambda) \underline{\xi}_{i j}+\lambda \bar{\xi}_{i j},(1-\lambda) \bar{\eta}_{i j}+\lambda \underline{\eta}_{i j}\right), \text { if } i<j  \tag{12}\\
(0.5,0.5), \text { if } i=j \\
\left((1-\lambda) \bar{\xi}_{i j}+\lambda \underline{\xi}_{i j},(1-\lambda) \underline{\eta}_{i j}+\lambda \bar{\eta}_{i j}\right), \text { if } i>j
\end{array}\right.
$$

where $\lambda \in[0,1]$. Especially, it follows directly from Eq. (12) that $B(0)=B^{-}$and $B(1)=B^{+}$. As $B^{-}$and $B^{+}$are IFPRs, it follows from Definition 2.2 and Eq. (12) that $B(\lambda)$ is also an IFPR.

Definition 3.4. An IVIFPR $\widetilde{B}$ is additive consistent or acceptable additive consistent when $B(\lambda)$ is additive consistent or acceptable additive consistent for any $\lambda \in[0,1]$.

Theorem 3.3. An induced matrix $B(\lambda)$ is additive consistent or acceptable additive consistent for any $\lambda \in[0,1]$ iff both $B^{-}$and $B^{+}$are additive consistent or acceptable additive consistent.

Proof. Since $B^{-}=B(0)$ and $B^{+}=B(1)$, the necessity condition is obvious. We only have to prove the sufficiency. Note that $B(\lambda)$ is a combined IFPR composed of $B^{-}$and $B^{+}$. In virtue of Theorem 3.1, $B(\lambda)$ has the additive consistency or the acceptable additive consistency. This proof is completed.
Q. E. D.

Theorem 3.4. is consistent or acceptable consistent if $B^{-}$and $B^{+}$are consistent or acceptable consistent.
Theorem 3.5. is additive consistent iff it satisfies

$$
\begin{equation*}
\underline{\xi}_{i j}+\underline{\xi}_{j k}+\bar{\eta}_{i k}=\bar{\eta}_{i j}+\bar{\eta}_{j k}+\underline{\xi}_{i k} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\xi}_{i j}+\bar{\xi}_{j k}+\underline{\eta}_{i k}=\underline{\eta}_{i j}+\underline{\eta}_{j k}+\bar{\xi}_{i k}, \text { for all } i<j<k \tag{14}
\end{equation*}
$$

Theorem 3.6. is acceptable additive consistent iff it satisfies

$$
\begin{equation*}
\sum_{1 \leqslant i<j<k \leqslant n}\left|\underline{\xi}_{i j}+\underline{\xi}_{j k}+\bar{\eta}_{i k}-\bar{\eta}_{i j}-\bar{\eta}_{j k}-\underline{\xi}_{i k}\right| \leqslant \frac{\theta}{p} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1 \leqslant i<j<k \leqslant n}\left|\bar{\xi}_{i j}+\bar{\xi}_{j k}+\underline{\eta}_{i k}-\underline{\eta}_{i j}-\underline{\eta}_{j k}-\bar{\xi}_{i k}\right| \leqslant \frac{\theta}{p} \tag{16}
\end{equation*}
$$

where $\theta$ is a predefined consistency threshold.

Wan et al. [33] offered a formula for obtaining the IVIF priority vector $\tilde{z}=\left(\tilde{z}_{1}, \tilde{z}_{2}, \cdots, \tilde{z}_{n}\right)^{T}$ from an IVIFPR $\widetilde{B}$, where $\tilde{z}_{i}=\left(\left[\underline{z}_{i}^{\xi}, z_{i}^{-}\right],\left[z_{i}^{\eta}, \bar{z}_{i}^{\eta}\right]\right) \quad(i=1,2, \cdots, n)$. Let the IF priority vectors of $B^{-}$and $B^{+}$be $z^{-}=\left(z_{1}^{-}, z_{2}^{-}, \cdots, z_{n}^{-}\right)^{T}$ and $z^{+}=\left(z_{1}^{+}, z_{2}^{+}, \cdots, z_{n}^{+}\right)^{T}$, respectively, where $z_{i}^{-}=\left(z_{i}^{\xi-}, z_{i}^{\eta-}\right)$ and $z_{i}^{+}=\left(z_{i}^{\xi+}, z_{i}^{\eta+}\right)(i=1,2, \cdots, n)$. Then, it follows from Wan et al. [33] that

$$
\left\{\begin{array}{l}
z_{i}^{\xi}=\min \left\{z_{i}^{\xi-}, z_{i}^{\xi+}\right\}  \tag{17}\\
\bar{z}_{i}^{\xi}=\max \left\{z_{i}^{\xi-}, z_{i}^{\xi+}\right\} \\
z_{i}^{\eta}=\min \left\{z_{i}^{\eta-}, z_{i}^{\eta+}\right\} \\
\bar{z}_{i}^{\eta}=\max \left\{z_{i}^{\eta-}, z_{i}^{\eta+}\right\}
\end{array}\right.
$$

## 4. Consistency and consensus-improving for IVIFPRs

This section studies GDM using IVIFPRs. First, a consensus index for IVIFPRs is proposed. Subsequently, several repairing models for IVIFPRs are proposed.

### 4.1. A consensus index for IVIFPRs

In the following, we reach an acceptable consistency and consensus for IVIFPRs, where the deviation measure is an indispensable tool to measure the deviation between IVIFPRs.

Definition 4.1. For any two IVIFPRs $\widetilde{B}^{h}=\left(\widetilde{\beta}_{i j}^{h}\right)_{n \times n}=\left(\left(\widetilde{\xi}_{i j}^{h}, \tilde{\eta}_{i j}^{h}\right)\right)_{n \times n}(h=1,2)$ with $\widetilde{\xi}_{i j}^{h}=\left[\underline{\xi}_{i j}^{h}, \bar{\xi}_{i j}^{h}\right]$ and $\widetilde{\eta}_{i j}^{h}=\left[\eta_{i j}^{h}, \bar{\eta}_{i j}^{h}\right]$, where $h=1,2$, the distance between them is defined as follows:

$$
\begin{equation*}
d\left(\widetilde{B}^{1}, \widetilde{B}^{2}\right)=\frac{1}{2 n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\left|\underline{\xi}_{i j}^{1}-\underline{\xi}_{i j}^{2}\right|+\left|\bar{\xi}_{i j}^{1}-\bar{\xi}_{i j}^{2}\right|+\left|\underline{\eta}_{i j}^{1}-\underline{\eta}_{i j}^{2}\right|+\left|\bar{\eta}_{i j}^{1}-\bar{\eta}_{i j}^{2}\right|\right) \tag{18}
\end{equation*}
$$

Definition 4.2. The similarity degree between IVIFPRs $\widetilde{B}^{1}$ and $\widetilde{B}^{2}$ is defined as

$$
\begin{equation*}
S\left(\tilde{B}^{1}, \tilde{B}^{2}\right)=1-d\left(\tilde{B}^{1}, \tilde{B}^{2}\right) \tag{19}
\end{equation*}
$$

Definition 4.3. The proximity degree $P\left(\widetilde{B}^{h}\right)$ of expert $e_{h}(h=1,2, \cdots, m)$ is defined as

$$
\begin{equation*}
P\left(\stackrel{\sim}{B}^{h}\right)=\frac{1}{m-1} \sum_{t=1, t \neq h}^{m} S\left(\stackrel{\sim}{B}^{t}, \stackrel{\sim}{B}^{h}\right) \tag{20}
\end{equation*}
$$

Definition 4.4. The consensus index which quantifies the consensus among $\widetilde{B}^{1}, \widetilde{B}^{2}, \cdots, \widetilde{B}^{m}$ of a group of experts is defined as

$$
\begin{equation*}
g\left(\tilde{B}^{1}, \tilde{B}^{2}, \cdots, \tilde{B}^{m}\right)=\frac{1}{m} \sum_{h=1}^{m} P\left(\tilde{B}^{h}\right) \tag{21}
\end{equation*}
$$

After plugging Eqs. (18), (19) and (20) into Eq. (21), Eq. (21) is converted into:

$$
\begin{align*}
g\left(\tilde{\sim}^{1}, \tilde{B}^{2}, \cdots, \tilde{\sim}^{m}\right) & =\frac{2}{m(m-1)} \sum_{h=1}^{m-1} \sum_{t=h+1}^{m} S\left(\tilde{\sim}^{h}, \stackrel{\sim}{B}^{t}\right) \\
& =1-\sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(| | \underline{\xi}_{i j}^{h}-\underline{\xi}_{i j}^{t}\left|+\left|\bar{\xi}_{i j}^{h}-\bar{\xi}_{i j}^{t}\right|+\left|\underline{\eta}_{i j}^{h}-\underline{\eta}_{i j}^{t}\right|+\left|\bar{\eta}_{i j}^{h}-\bar{\eta}_{i j}^{t}\right|\right),\right. \tag{22}
\end{align*}
$$

$$
q=\frac{1}{n(n-1) m(m-1)}
$$

Definition 4.5. When $g\left(\widetilde{B}^{1}, \widetilde{B}^{2}, \cdots, \widetilde{B}^{m}\right) \geqslant \eta$ for a given threshold $\eta \in[0,1]$, the group of experts has an acceptable consensus.

### 4.2. Consistency and consensus-improving models

In this paper, when the consistency and the consensus of the initial IVIFPRs $\widetilde{B}^{h}(h=1,2, \cdots, m)$ do not satisfy the given requirements, some optimization models for deriving the modified IVIFPRs are established to achieve several goals: (1) It ensures the modified IVIFPRs to possess acceptable consistency and consensus, (2) It minimizes the deviation between the revised IVIFPRs and the initial IVIFPRs, and (3) It minimizes the consistency index of the revised IVIFPRs and maximizes the consensus index of the revised IVIFPRs.

Let $\widetilde{B}^{h}=\left(\widetilde{\beta}_{i j}^{h}\right)_{n \times n}=\left(\left(\widetilde{\zeta}_{i j}^{h}, \tilde{\eta}_{i j}^{h}\right)\right)_{n \times n}$ be the modified IVIFPR of the IVIFPR $\widetilde{B}^{h}=\left(\widetilde{\beta}_{i j}^{h}\right)_{n \times n}=\left(\left(\widetilde{\xi}_{i j}^{h}, \tilde{\eta}_{i j}^{h}\right)\right)_{n \times n}$, where $\widetilde{\xi}_{i j}^{h}=$ $\left[\underline{\xi}_{i j}^{h}, \bar{\xi}_{i j}^{\prime h}\right], \tilde{\eta}_{i j}^{\prime h}=\left[\underline{\eta}_{i j}^{\prime h}, \bar{\eta}_{i j}^{\prime h}\right]$ and $h=1,2, \cdots, m$. Let $B^{\prime h-}=\left(\beta_{i j}^{h-}\right)_{n \times n}$ and $B^{\prime+}=\left(\beta_{i j}^{\prime h+}\right)_{n \times n}$ be the lower matrix and the upper matrix of the modified IVIFPR $\widetilde{B^{h}}$, respectively, where $h=1,2, \cdots, m$. To achieve the aforesaid goals, the following model is established:

$$
\begin{gather*}
\min l=\frac{1}{m} \sum_{h=1}^{m} d\left(\widetilde{B}^{\prime h}, \widetilde{B}^{h}\right) \\
\text { s.t. }\left\{\begin{array}{c}
f\left(B^{\prime h-}\right) \leqslant \theta, h \in \Lambda \\
f\left(B^{h+}\right) \leqslant \theta, h \in \Lambda \\
g\left(\widetilde{B}^{\prime 1}, \widetilde{B}^{\prime 2}, \cdots, \widetilde{B}^{\prime m}\right) \geqslant \eta \\
\widetilde{B}^{\prime h} \text { is an IVIFPR}, h \in \Lambda
\end{array}\right. \tag{M-1}
\end{gather*}
$$

After inserting Eqs. (15), (16), (18) and (22) into the model (M-1), we have

$$
\begin{gather*}
\min l=\frac{1}{2 m n(n-1)} \sum_{h=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\left|\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{h}\right|+\left|\xi_{i j}^{\prime h}-\bar{\xi}_{i j}^{h}\right|+\left|\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{h}\right|+\left|\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{h}\right|\right) \\
\sum_{1 \leqslant i<j<k \leqslant n}\left|\xi_{i j}^{\prime h-}+\xi_{j k}^{\prime h-}+\eta_{i k}^{\prime h-}-\eta_{i j}^{\prime h-}-\eta_{j k}^{\prime h-}-\xi_{i k}^{\prime h-}\right| \leqslant \frac{\theta}{p}, h \in \Lambda, \\
\sum_{1 \leqslant i<j<k \leqslant n}\left|\xi_{i j}^{\prime h+}+\xi_{j k}^{\prime h+}+\eta_{i k}^{\prime h+}-\eta_{i j}^{\prime h+}-\eta_{j k}^{\prime h+}-\xi_{i k}^{\prime h+}\right| \leqslant \frac{\theta}{p}, h \in \Lambda, \\
1-\sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(\left|\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{\prime t}\right|+\left|\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{\prime t}\right|+\left|\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{\prime t}\right|+\left|\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{\prime t}\right|\right) \geqslant \eta, \\
0 \leqslant \underline{\xi}_{i j}^{\prime h}, \bar{\xi}_{i j}^{\prime h}, \underline{\eta}_{i j}^{\prime h}, \bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, h \in \Lambda,  \tag{M-2}\\
\underline{\xi}_{i i}^{\prime h}=\bar{\xi}_{i i}^{\prime h}=\underline{\eta}_{i i}^{\prime h}=\bar{\eta}_{i i}^{\prime h}=0.5, i \in \Gamma, h \in \Lambda, \\
\underline{\xi}_{i j}^{\prime h} \leqslant \bar{\xi}_{i j}^{\prime h}, i, j \in \Gamma, h \in \Lambda, \\
\underline{\eta}_{i j}^{\prime h} \leqslant \bar{\eta}_{i j}^{\prime 2}, i, j \in \Gamma, h \in \Lambda, \\
\bar{\xi}_{i j}^{\prime h}+\bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, h \in \Lambda, \\
\underline{\xi}_{i j}^{\prime h}=\underline{\eta}_{j i}^{\prime h}, i, j \in \Gamma, h \in \Lambda, \\
\bar{\xi}_{i j}^{\prime h}=\bar{\eta}_{j i}^{\prime \prime}, i, j \in \Gamma, h \in \Lambda .
\end{gather*}
$$

To yield the modified IVIFPR $\widetilde{B}^{\text {h }}$, the model ( $\mathrm{M}-2$ ) is rewritten as

$$
\min \mathrm{i}=\frac{1}{2 m n(n-1)} \sum_{h=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\left|\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{h}\right|+\left|\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{h}\right|+\left|\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{h}\right|+\left|\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{h}\right|\right)
$$

$$
\left\{\begin{array}{r}
\sum_{1 \leqslant i<j<k \leqslant n}\left|\xi_{i j}^{\prime h}+\underline{\xi}_{j k}^{\prime h}+\bar{\eta}_{i k}^{\prime h}-\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{j k}^{\prime h}-\underline{\xi}_{i k}^{\prime h}\right| \leqslant \frac{\theta}{p}, h \in \Lambda \\
\sum_{1 \leqslant i<j<k \leqslant n}\left|\bar{\xi}_{i j}^{\prime h}+\bar{\xi}_{j k}^{\prime h}+\underline{\eta}_{i k}^{\prime h}-\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{j k}^{\prime h}-\bar{\xi}_{i k}^{\prime h}\right| \leqslant \frac{\theta}{p}, h \in \Lambda
\end{array}\right.
$$

$$
\text { s.t. }\left\{\begin{array}{c}
1-\sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(\left|\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{\prime t}\right|+\left|\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{\prime t}\right|+\left|\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{\prime t}\right|+\left|\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{t}\right|\right) \geqslant \eta  \tag{M-3}\\
0 \leqslant \underline{\xi}_{i j}^{\prime h} \bar{\xi}_{i j}^{\prime h}, \underline{\eta}_{i j}^{\prime h}, \bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, i<j \\
h \in \Lambda \\
\underline{\xi}_{i j}^{\prime h} \leqslant \bar{\xi}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda \\
\underline{\eta}_{i j}^{\prime \prime} \leqslant \bar{\eta}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda \\
\bar{\xi}_{i j}^{\prime h}+\bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, i<j, h \in \Lambda
\end{array}\right.
$$

Furthermore, in the model ( $\mathrm{M}-3$ ), let

$$
\begin{aligned}
& \varepsilon_{i j}^{h}=\left(\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{h}\right) \vee 0, \delta_{i j}^{h}=\left(\underline{\xi}_{i j}^{h}-\underline{\xi}_{i j}^{\prime h}\right) \vee 0 \\
& \phi_{i j}^{h}=\left(\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{h}\right) \vee 0, \varphi_{i j}^{h}=\left(\bar{\xi}_{i j}^{h}-\bar{\xi}_{i j}^{\prime h}\right) \vee 0 \\
& \gamma_{i j}^{h}=\left(\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{h}\right) \vee 0, \kappa_{i j}^{h}=\left(\underline{\eta}_{i j}^{h}-\underline{\eta}_{i j}^{\prime h}\right) \vee 0 \\
& \alpha_{i j}^{h}=\left(\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{h}\right) \vee 0, o_{i j}^{h}=\left(\bar{\eta}_{i j}^{h}-\bar{\eta}_{i j}^{\prime h}\right) \vee 0 \\
& \pi_{i j k}^{h}=\left(\underline{\xi}_{i j}^{\prime h}+\underline{\xi}_{j k}^{\prime h}+\bar{\eta}_{i k}^{\prime h}-\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{j k}^{\prime h}-\underline{\xi}_{i k}^{\prime h}\right) \vee 0 \\
& \varpi_{i j k}^{h}=\left(\bar{\eta}_{i j}^{\prime h}+\bar{\eta}_{j k}^{\prime h}+\underline{\xi}_{i k}^{\prime h}-\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{j k}^{\prime h}-\bar{\eta}_{i k}^{\prime h}\right) \vee 0 \\
& \vartheta_{i j k}^{h}=\left(\bar{\xi}_{i j}^{\prime h}+\bar{\xi}_{j k}^{\prime h}+\underline{\eta}_{i k}^{\prime h}-\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{j k}^{\prime h}-\bar{\xi}_{i k}^{\prime h}\right) \vee 0 \\
& \varsigma_{i j k}^{h}=\left(\underline{\eta}_{i j}^{\prime h}+\underline{\eta}_{j k}^{\prime h}+\bar{\xi}_{i k}^{\prime h}-\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{j k}^{\prime h}-\underline{\eta}_{i k}^{\prime h}\right) \vee 0 \\
& \tau_{i j}^{h t}=\left(\underline{\xi}_{\underline{\xi_{i j}^{\prime h}}}-\underline{\xi}_{i j}^{\prime t}\right) \vee 0, v_{i j}^{h t}=\left(\underline{\xi}_{i j}^{\prime t}-\underline{\xi}_{i j}^{\prime h}\right) \vee 0 \\
& \psi_{i j}^{h t}=\left(\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{\prime t}\right) \vee 0, \xi_{i j}^{h t}=\left(\bar{\xi}_{i j}^{\prime t}-\bar{\xi}_{i j}^{\prime h}\right) \vee 0 \\
& \partial_{i j}^{h t}=\left(\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{\prime t}\right) \vee 0, \ell_{i j}^{h t}=\left(\underline{\eta}_{i j}^{\prime t}-\underline{\eta}_{i j}^{\prime h}\right) \vee 0 \\
& \gamma_{i j}^{h t}=\left(\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{\prime t}\right) \vee 0, \nabla_{i j}^{h t}=\left(\bar{\eta}_{i j}^{\prime t}-\bar{\eta}_{i j}^{\prime h}\right) \vee 0
\end{aligned}
$$

where the symbol " $\vee$ " denotes the maximum operator. Therefore, the model ( $\mathrm{M}-3$ ) is transformed as

$$
\min l=\frac{1}{2 m n(n-1)} \sum_{h=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\varepsilon_{i j}^{h}+\delta_{i j}^{h}+\phi_{i j}^{h}+\varphi_{i j}^{h}+\gamma_{i j}^{h}+\kappa_{i j}^{h}+\alpha_{i j}^{h}+o_{i j}^{h}\right)
$$

$$
\begin{gathered}
\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{h}-\varepsilon_{i j}^{h}+\delta_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{h}-\phi_{i j}^{h}+\varphi_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{h}-\gamma_{i j}^{h}+\kappa_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{h}-\alpha_{i j}^{h}+o_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\underline{\xi}_{i j}^{\prime h}+\underline{\xi}_{j k}^{\prime h}+\bar{\eta}_{i k}^{\prime h}-\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{j k}^{\prime h}-\underline{\xi}_{i k}^{\prime h}-\pi_{i j k}^{h}+\varpi_{i j k}^{h}=0, i, j, k \in \Gamma, i<j<k, h \in \Lambda, \\
\sum_{1 \leqslant i<j<k \leqslant n}\left(\pi_{i j k}^{h}+\varpi_{i j k}^{h}\right) \leqslant \frac{2 \theta}{p}, h \in \Lambda, \\
\bar{z}_{i j}^{\prime h}+\bar{\xi}_{j k}^{\prime h}+\underline{\eta}_{i k}^{\prime h}-\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{j k}^{\prime h}-\bar{\xi}_{i k}^{\prime h}-\vartheta_{i j k}^{h}+\varsigma_{i j k}^{h}=0, i, j, k \in \Gamma, i<j<k, h \in \Lambda,
\end{gathered}
$$

$$
\sum_{1 \leqslant i<j<k \leqslant n}\left(v_{i j k}^{h}+\varsigma_{i j k}^{h}\right) \leqslant \frac{2 \theta}{p}, h \in \Lambda,
$$

$$
\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{t}-\tau_{i j}^{h t}+v_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t,
$$

$$
\bar{\xi}_{i j}^{\prime h}-\bar{\xi}_{i j}^{\prime t}-\psi_{i j}^{h t}+\zeta_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t,
$$

$$
\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{\prime t}-\partial_{i j}^{h t}+\ell_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t,
$$

$$
\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{\prime t}-\gamma_{i j}^{h t}+\nabla_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t,
$$

$$
1-\sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(\tau_{i j}^{h t}+v_{i j}^{h t}+\psi_{i j}^{h t}+\zeta_{i j}^{h t}+\partial_{i j}^{h t}+\ell_{i j}^{h t}+\gamma_{i j}^{h t}+\nabla_{i j}^{h t}\right) \geqslant \eta
$$

$$
0 \leqslant \underline{\xi}_{i j}^{\prime h}, \bar{\xi}_{i j}^{\prime h}, \underline{\eta}_{i j}^{\prime h}, \bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, i<j, h \in \Lambda
$$

$$
\underline{\xi}_{i j}^{\prime h} \leqslant \bar{\xi}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda,
$$

$$
\underline{\eta}_{i j}^{\prime h} \leqslant \bar{\eta}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda,
$$

$$
\bar{\xi}_{i j}^{\prime h}+\bar{\eta}_{i j}^{\prime \prime} \leqslant 1, i, j \in \Gamma, i<j, h \in \Lambda,
$$

$$
\varepsilon_{i j}^{h}, \delta_{i j}^{h}, \phi_{i j}^{h}, \varphi_{i j}^{h}, \gamma_{i j}^{h}, \kappa_{i j}^{h}, \alpha_{i j}^{h}, o_{i j}^{h} \geqslant 0, i, j \in N, i<j, h \in \Lambda,
$$

$$
\pi_{i j k}^{h}, \varpi_{i j k}^{h} \geqslant 0, i, j, k \in \Gamma, i<j<k, h \in \Lambda
$$

$$
\tau_{i j}^{h t}, v_{i j}^{h t}, \psi_{i j}^{h t}, \zeta_{i j}^{h t}, \partial_{i j}^{h t}, \ell_{i j}^{h t}, \gamma_{i j}^{h t}, \nabla_{i j}^{h t} \geqslant 0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t .
$$

Under the condition of keeping the minimum deviation between the original IVIFPRs and the modified IVIFPRs unchanged, we build a model through minimizing the consistency index and maximizing the consensus index, shown as follows:

$$
\begin{aligned}
& \min \sum_{1 \leqslant i<j<k \leqslant n}\left(\pi_{i j k}^{h}+\varpi_{i j k}^{h}\right) \\
& \min \sum_{1 \leqslant i<j<k \leqslant n}\left(\vartheta_{i j k}^{h}+\zeta_{i j k}^{h}\right)
\end{aligned}
$$

$$
\begin{align*}
& \min \sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(\tau_{i j}^{h t}+v_{i j}^{h t}+\psi_{i j}^{h t}+\zeta_{i j}^{h t}+\partial_{i j}^{h t}+\ell_{i j}^{h t}+\gamma_{i j}^{h t}+\nabla_{i j}^{h t}\right) \\
& \left\{\begin{array}{l}
\underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{h}-\varepsilon_{i j}^{h}+\delta_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\bar{\xi}_{i j}^{h}-\bar{\xi}_{i j}^{h}-\phi_{i j}^{h}+\varphi_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\underline{\eta}_{i j}^{h}-\underline{\eta}_{i j}^{h}-\gamma_{i j}^{h}+\kappa_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda, \\
\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{h}-\alpha_{i j}^{h}+o_{i j}^{h}=0, i, j \in \Gamma, i<j, h \in \Lambda,
\end{array}\right. \\
& \underline{\xi}_{i j}^{\prime h}+\underline{\xi}_{j k}^{\prime h}+\bar{\eta}_{i k}^{\prime h}-\bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{j k}^{\prime h}-\underline{\xi}_{i k}^{\prime h}-\pi_{i j k}^{h}+\varpi_{i j k}^{h}=0, i, j, k \in \Gamma, i<j<k, h \in \Lambda, \\
& \sum_{1 \leqslant i<j<k \leqslant n}\left(\pi_{i j k}^{h}+\varpi_{i j k}^{h}\right) \leqslant \frac{2 \theta}{p}, h \in \Lambda, \\
& \bar{\xi}_{i j}^{\prime h}+\bar{\xi}_{j k}^{\prime h}+\underline{\eta}_{i k}^{\prime h}-\underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{j k}^{\prime h}-\bar{\xi}_{i k}^{\prime h}-\vartheta_{i j k}^{h}+\varsigma_{i j k}^{h}=0, i, j, k \in \Gamma, i<j<k, h \in \Lambda, \\
& \sum_{1 \leqslant i<j<k \leqslant n}\left(\vartheta_{i j k}^{h}+\zeta_{i j k}^{h}\right) \leqslant \frac{2 \theta}{p}, h \in \Lambda, \\
& \underline{\xi}_{i j}^{\prime h}-\underline{\xi}_{i j}^{\prime t}-\tau_{i j}^{h t}+v_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t,  \tag{M-5}\\
& \bar{\xi}_{i j}^{h}-\bar{\xi}_{i j}^{\prime t}-\psi_{i j}^{h t}+\zeta_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t, \\
& \underline{\eta}_{i j}^{\prime h}-\underline{\eta}_{i j}^{\prime t}-\partial_{i j}^{h t}+\ell_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t, \\
& \bar{\eta}_{i j}^{\prime h}-\bar{\eta}_{i j}^{\prime t}-\gamma_{i j}^{h t}+\nabla_{i j}^{h t}=0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t, \\
& 1-\sum_{h=1}^{m-1} \sum_{t=h+1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q\left(\tau_{i j}^{h t}+v_{i j}^{h t}+\psi_{i j}^{h t}+\zeta_{i j}^{h t}+\partial_{i j}^{h t}+\ell_{i j}^{h t}+\gamma_{i j}^{h t}+\nabla_{i j}^{h t}\right) \geqslant \eta, \\
& 0 \leqslant \underline{\mu}_{i j}^{\prime h}, \bar{\mu}_{i j}^{\prime h}, \underline{v}_{i j}^{\prime h}, \bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, i<j, h \in \Lambda, \\
& \underline{\xi}_{i j}^{\prime h} \leqslant \bar{\xi}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda, \\
& \underline{\eta}_{i j}^{\prime h} \leqslant \bar{\eta}_{i j}^{\prime h}, i, j \in \Gamma, i<j, h \in \Lambda, \\
& \bar{\xi}_{i j}^{h}+\bar{\eta}_{i j}^{\prime h} \leqslant 1, i, j \in \Gamma, i<j, h \in \Lambda, \\
& \frac{1}{2 m n(n-1)} \sum_{h=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\varepsilon_{i j}^{h}+\delta_{i j}^{h}+\phi_{i j}^{h}+\varphi_{i j}^{h}+\gamma_{i j}^{h}+\kappa_{i j}^{h}+\alpha_{i j}^{h}+o_{i j}^{h}\right)=l^{*}, \\
& \varepsilon_{i j}^{h}, \delta_{i j}^{h}, \phi_{i j}^{h}, \varphi_{i j}^{h}, \gamma_{i j}^{h}, \kappa_{i j}^{h}, \alpha_{i j}^{h}, o_{i j}^{h} \geqslant 0, i, j \in \Gamma, i<j, h \in \Lambda, \\
& \pi_{i j k}^{h}, \varpi_{i j k}^{h} \geqslant 0, i, j, k \in \Gamma, i<j<k, h \in \Lambda, \\
& \tau_{i j}^{h t}, v_{i j}^{h t}, \psi_{i j}^{h t}, \zeta_{i j}^{h t}, \partial_{i j}^{h t},,_{i j}^{h t}, \gamma_{i j}^{h t}, \nabla_{i j}^{h t} \geqslant 0, i, j \in \Gamma, i<j, h, t \in \Lambda, h<t .
\end{align*}
$$

where $l^{*}$ is the optimal solution derived from the model ( $\mathrm{M}-4$ ). Solving the model ( $\mathrm{M}-5$ ), a modified IVIFPR $\widetilde{B}^{\prime h}=\left(\widetilde{\beta}_{i j}^{h}\right)_{n \times n}=\left(\left(\widetilde{\xi}_{i j}^{\prime h}, \tilde{\eta}_{i j}^{\prime h}\right)\right)_{n \times n}(h=1,2, \cdots, m)$ is obtained as follows:

$$
{\stackrel{\sim}{\beta_{i j}}}_{i j}^{\prime h}=\left(\tilde{\mu}_{i j}^{\prime h}, \tilde{v}_{i j}^{\prime h}\right)=\left\{\begin{array}{l}
\left(\left[\underline{\mu}_{i j}^{\prime h}, \bar{\mu}_{i j}^{\prime h}\right],\left[\underline{v}_{i j}^{\prime h}, \bar{v}_{i j}^{\prime h}\right]\right), i<j  \tag{23}\\
([0.5,0.5],[0.5,0.5]), i=j \\
\left(\left[\underline{v}_{j i}^{\prime h}, \bar{v}_{j i}^{\prime \prime}\right],\left[\underline{\mu}_{j i}^{\prime h}, \bar{\mu}_{j i}^{\prime h}\right]\right), i>j
\end{array}\right.
$$

### 4.3. Determining the DMs' weights

Considering all modified IVIFPRs obtained by the model (M-5), let $\widetilde{B}^{c}=\left(\widetilde{\beta}_{i j}\right)_{n \times n}$ be their collective IVIFPR [30,31], where

$$
\begin{equation*}
\widetilde{B}_{i j}^{c}=\left(\widetilde{\xi}_{i j}^{c}, \tilde{\eta}_{i j}^{c}\right)=\left(\left[\underline{\xi}_{\underline{i j}}^{c}, \bar{\xi}_{i j}^{c}\right],\left[\underline{\eta}_{i j}^{c}, \bar{\eta}_{i j}^{c}\right]\right)=\left(\left[\sum_{h=1}^{m} w_{h} \underline{\xi}_{i j}^{\prime h}, \sum_{h=1}^{m} w_{h} \bar{\xi}_{i j}^{\prime h}\right],\left[\sum_{h=1}^{m} w_{h} \underline{\eta}_{i j}^{\prime h}, \sum_{h=1}^{m} w_{h} \bar{\eta}_{i j}^{\prime h}\right]\right), \tag{24}
\end{equation*}
$$

where $w=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{T}$ is the weighting vector of the DMs.

Theorem 4.1. If all the modified IVIFPRs have acceptable additive consistency, then their collective IVIFPR has acceptable additive consistency.

Proof. To prove the acceptable consistency of $\widetilde{B}^{c}$, we need to prove its lower matrix $B^{c-}=\left(\left(\xi_{i j}^{c-}, \eta_{i j}^{c-}\right)\right)_{n \times n}$ and its upper matrix $B^{c+}=\left(\left(\xi_{i j}^{c+}, \eta_{i j}^{c+}\right)\right)_{n \times n}$ are acceptable consistent. Following Eqs. (9), (10) and (24), we can get

$$
\begin{aligned}
& \left(\xi_{i j}^{c-}, \eta_{i j}^{c-}\right)=\left\{\begin{array}{c}
\left(\underline{\xi}_{i j}^{c}, \bar{\eta}_{i j}^{c}\right), \text { if } i<j \\
(0.5,0.5), \text { if } i=j \\
\left(\bar{\xi}_{i j}^{c}, \underline{\eta}_{i j}^{c}\right), \text { if } i>j
\end{array}=\left\{\begin{array}{c}
\left(\sum_{h=1}^{m} w_{h} \underline{\xi}_{i j}^{\prime h}, \sum_{h=1}^{m} w_{h} \bar{\eta}_{i j}^{\prime h}\right), \text { if } i<j, \\
(0.5,0.5), \text { if } i=j, \\
\left(\sum_{h=1}^{m} w_{h} \bar{\xi}_{i j}^{\prime}, \sum_{h=1}^{m} w_{h} \underline{\eta}_{i j}^{\prime h}\right), \text { if } i>j,
\end{array}\right.\right. \\
& \left(\xi_{i j}^{c+}, \eta_{i j}^{c+}\right)=\left\{\begin{array}{c}
\left(\bar{\xi}_{i j}^{c}, \underline{\eta}_{i j}^{c}\right), \text { if } i<j \\
(0.5,0.5), \text { if } i=j \\
\left(\underline{\xi}_{i j}^{c}, \bar{\eta}_{i j}^{c}\right), \text { if } i>j
\end{array}=\left\{\begin{array}{c}
\left(\sum_{h=1}^{m} w_{h} \bar{\xi}_{i j}^{\prime h}, \sum_{h=1}^{m} w_{h} \underline{\eta}_{i j}^{h}\right), \text { if } i<j, \\
(0.5,0.5), \text { if } i=j, \\
\left(\sum_{h=1}^{m} w_{h} \underline{\xi}_{\underline{\prime}}^{\prime h}, \sum_{h=1}^{m} w_{h} \bar{\eta}_{i j}^{\prime h}\right), \text { if } i>j
\end{array}\right.\right.
\end{aligned}
$$

Because $B^{\text {h- }}$ and $B^{\text {h+ }}$ are acceptable consistent, $B^{c-}$ and $B^{c+}$ are acceptable consistent. The proof is completed. Q. E. D. When calculating the collective IVIFPR, we need to calculate the DMs' weighting vector. From Eq. (24), we can conclude that the group $\left\{\widetilde{B}^{\prime 1}, \widetilde{B}^{\prime 2}, \cdots, \widetilde{B}^{\prime m}\right\}$ of the modified IVIFPRs is full consensus iff the following equations hold true:

$$
\left\{\begin{array}{l}
\underline{\xi}_{i j}^{\prime h}=\sum_{z=1}^{m} w_{z} \underline{\xi}_{i j}^{\prime z}, i, j \in \Gamma, h \in \Lambda  \tag{25}\\
\bar{\xi}_{i j}^{\prime h}=\sum_{z=1}^{m} w_{z} \bar{\xi}_{i j}^{\prime z}, i, j \in \Gamma, h \in \Lambda \\
\underline{\eta}_{i j}^{\prime h}=\sum_{z=1}^{m} w_{z} \underline{\eta}_{i j}^{\prime \prime}, i, j \in \Gamma, h \in \Lambda \\
\bar{\eta}_{i j}^{\prime h}=\sum_{z=1}^{m} w_{z} \bar{\eta}_{i j}^{\prime z}, i, j \in \Gamma, h \in \Lambda
\end{array}\right.
$$

Eq. (25) shows that the smaller the value of the following equation is, the higher the consensus level will be:

$$
\begin{equation*}
\sum_{h=1}^{m} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\left|\underline{\xi}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \underline{\xi}_{i j}^{\prime z}\right|+\left|\bar{\xi}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \bar{\xi}_{i j}^{\prime z}\right|+\left|\underline{\eta}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \underline{\eta}_{i j}^{\prime z}\right|+\left|\bar{\eta}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \bar{\eta}_{i j}^{\prime z}\right|\right) \tag{26}
\end{equation*}
$$

Therefore, the following model to obtain the DMs' weights is built:

$$
\begin{align*}
& \min Q=\sum_{h=1}^{m} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\delta_{i j}^{h+}+\delta_{i j}^{h-}+\chi_{i j}^{h+}+\chi_{i j}^{h-}+\sigma_{i j}^{h+}+\sigma_{i j}^{h-}+\zeta_{i j}^{h+}+\zeta_{i j}^{h-}\right) \\
& \operatorname{s.t.}\left\{\begin{array}{c}
\xi_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \underline{\xi}_{i j}^{\prime z}-\delta_{i j}^{h+}+\delta_{i j}^{h-}=0, i, j \in \Gamma, h \in \Lambda, \\
\bar{\xi}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \bar{\xi}_{i j}^{\prime z}-\chi_{i j}^{h+}+\chi_{i j}^{h-}=0, i, j \in \Gamma, h \in \Lambda, \\
\eta_{i j}^{h}-\sum_{z=1}^{m} w_{z} \underline{\eta}_{i j}^{\prime z}-\sigma_{i j}^{h+}+\sigma_{i j}^{h-}=0, i, j \in \Gamma, h \in \Lambda, \\
\bar{\eta}_{i j}^{\prime h}-\sum_{z=1}^{m} w_{z} \bar{\eta}_{i j}^{\prime z}-\zeta_{i j}^{h+}+\zeta_{i j}^{h-}=0, i, j \in \Gamma, h \in \Lambda, \\
\delta_{i j}^{h+}, \delta_{i j}^{h-}, \chi_{i j}^{h+}, \chi_{i j}^{h-}, \sigma_{i j}^{h+}, \sigma_{i j}^{h-}, \zeta_{i j}^{h+}, \zeta_{i j}^{h-} \geqslant 0, \\
i, j \in \Gamma, h \in \Lambda, \\
0 \leqslant w_{h} \leqslant 1, h \in \Lambda, \\
\sum_{h=1}^{m} w_{h}=1 .
\end{array}\right. \tag{M-6}
\end{align*}
$$

## 5. Deriving the IVIF priority weights

In case of uncertainty, preference values are always imprecise to some extent. It is argued that IVIF priority weights are more flexible than exact priority weights. This section focuses on obtaining IVIF priority weights from the collective IVIFPR via programming models. Afterward, a new GDM method is proposed.

### 5.1. A model to gain the IVIF priority weights

Let $\widetilde{B}^{h}$ be an IVIFPR, where $h=1,2, \cdots, m$. Let $\widetilde{B}^{\text {h }}$ be the modified IVIFPR with an acceptable consistency and an acceptable consensus obtained by the model (M-5). Eq. (24) is applied to obtain the modified collective IVIFPR $\widetilde{B}^{c}=$ $\left(\widetilde{\beta}_{i j}^{c}\right)_{n \times n}=\left(\left(\widetilde{\xi}_{i j}^{c}, \tilde{\eta}_{i j}^{c}\right)\right)_{n \times n}$ from $\widetilde{B}^{\prime h}(h=1,2, \cdots . m)$, where $\widetilde{\xi}_{i j}^{c}=\left[\tilde{\xi}_{i j}^{c}, \bar{\xi}_{i j}^{c}\right]$ and $\tilde{\eta}_{i j}^{c}=\left[\eta_{i j}^{c}, \bar{\eta}_{i j}^{c}\right]$. Let the lower matrix and the upper matrix of $\widetilde{B}^{c}$ be $B^{c-}=\left(\beta_{i j}^{c-}\right)_{n \times n}$ and $B^{c+}=\left(\beta_{i j}^{c+}\right)_{n \times n}$, respectively, where $\beta_{i j}^{c-}=\left(\xi_{i j}^{c-}, \eta_{i j}^{c-}\right)$ and $\beta_{i j}^{c+}=\left(\xi_{i j}^{c+}, \eta_{i j}^{c+}\right)$. Let the IF priority vectors of $B^{c-}$ and $B^{c+}$ be $z^{-}=\left(z_{1}^{-}, z_{2}^{-}, \cdots, z_{n}^{-}\right)^{T}$ and $z^{+}=\left(z_{1}^{+}, z_{2}^{+}, \cdots, z_{n}^{+}\right)^{T}$, respectively, where $z_{i}^{-}=\left(z_{i}^{\xi-}, z_{i}^{\eta-}\right)$ and $z_{i}^{+}=\left(z_{i}^{\xi+}, z_{i}^{\eta+}\right)$ are IFVs. Based on Theorem 3.5 and Eq. (8), we can see that $\widetilde{B}^{c}$ is consistent if and only if

$$
\left\{\begin{array}{l}
\xi_{i j}^{c-}=0.5 z_{i}^{\xi-}+0.5 z_{j}^{\eta-}, i, j \in \Gamma, i<j  \tag{27}\\
\eta_{i j}^{c-}=0.5 z_{i}^{\eta-}+0.5 z_{j}^{\xi-}, i, j \in \Gamma, i<j \\
\xi_{i j}^{c+}=0.5 z_{i}^{\xi+}+0.5 z_{j}^{\eta+}, i, j \in \Gamma, i<j \\
\eta_{i j}^{c+-}=0.5 z_{i}^{\eta+}+0.5 z_{j}^{\xi+}, i, j \in \Gamma, i<j
\end{array}\right.
$$

The above restrictions could be relaxed when $\widetilde{B}^{c}$ is inconsistent to some extent. For convenience, the following notations are introduced, where the symbol " $\vee$ " denotes the maximum operator:

$$
\left\{\begin{array}{l}
\Delta_{i j}^{1}=\left(\xi_{i j}^{c-}-0.5 z_{i}^{\xi-}-0.5 z_{j}^{\eta-}\right) \vee 0, i, j \in \Gamma, i<j,  \tag{28}\\
\Delta_{i j}^{2}=\left(0.5 z_{i}^{\xi-}+0.5 z_{j}^{\eta--}-\xi_{i j}^{c-}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{3}=\left(\eta_{i j}^{c-}-0.5 z_{i}^{\eta-}-0.5 z_{j}^{\xi-}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{4}=\left(0.5 z_{i}^{\eta-}+0.5 z_{j}^{\xi-}-\eta_{i j}^{c-}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{5}=\left(\xi_{i j}^{c+}-0.5 z_{i}^{\xi+}-0.5 z_{j}^{\eta+}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{6}=\left(0.5 z_{i}^{\xi+}+0.5 z_{j}^{\eta+}-\xi_{i j}^{c+}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{7}=\left(\eta_{i j}^{c+}-0.5 z_{i}^{\eta+}-0.5 z_{j}^{\xi+}\right) \vee 0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{8}=\left(0.5 z_{i}^{\eta+}+0.5 z_{j}^{\xi+}-\eta_{i j}^{c+}\right) \vee 0, i, j \in \Gamma, i<j
\end{array}\right.
$$

Based on Eqs. (27) and (28), we build the following model to get the priority weights:

$$
\begin{align*}
& \min \varepsilon=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\Delta_{i j}^{1}+\Delta_{i j}^{2}+\Delta_{i j}^{3}+\Delta_{i j}^{4}+\Delta_{i j}^{5}+\Delta_{i j}^{6}+\Delta_{i j}^{7}+\Delta_{i j}^{8}\right) \\
& \operatorname{s.t.}\left\{\begin{array}{c}
\xi_{i j}^{c-}-0.5 z_{i}^{\xi-}-0.5 z_{j}^{\eta-}-\Delta_{i j}^{1}+\Delta_{i j}^{2}=0, i, j \in \Gamma, i<j, \\
\eta_{i j}^{c-}-0.5 z_{i}^{\eta-}-0.5 z_{j}^{\xi-}-\Delta_{i j}^{3}+\Delta_{i j}^{4}=0, i, j \in \Gamma, i<j, \\
\xi_{i j}^{c+}-0.5 z_{i}^{\xi+}-0.5 z_{j}^{\eta+}-\Delta_{i j}^{5}+\Delta_{i j}^{6}=0, i, j \in \Gamma, i<j, \\
\eta_{i j}^{c+}-0.5 z_{i}^{\eta+}-0.5 z_{j}^{\xi+}-\Delta_{i j}^{7}+\Delta_{i j}^{8}=0, i, j \in \Gamma, i<j, \\
0 \leqslant z_{i}^{\xi-}, z_{i}^{\eta-}, z_{i}^{\xi+}, z_{i}^{\eta+} \leqslant 1, i \in \Gamma, \\
z_{i}^{\xi-}+z_{i}^{\eta-} \leqslant 1, z_{i}^{\xi+}+z_{i}^{\eta+} \leqslant 1, i \in \Gamma, \\
\Delta_{i j}^{1}, \Delta_{i j}^{2}, \Delta_{i j}^{3}, \Delta_{i j}^{4}, \Delta_{i j}^{5}, \Delta_{i j}^{6}, \Delta_{i j}^{7}, \Delta_{i j}^{8} \geqslant 0, i, j \in \Gamma, i<j, \\
\sum_{j=1, j \neq i}^{n} z_{j}^{\xi-} \leqslant z_{i}^{\eta-}, z_{i}^{\xi-}+n-2 \geqslant \sum_{j=1, j \neq i}^{n} z_{j}^{\eta-}, i \in \Gamma, \\
\sum_{j=1, j \neq i}^{n} z_{j}^{\xi+} \leqslant z_{i}^{\eta+}, z_{i}^{\xi+}+n-2 \geqslant \sum_{j=1, j \neq i}^{n} z_{j}^{\eta+}, i \in \Gamma, \\
\max \left\{z_{i}^{\xi-}, z_{i}^{\xi+}\right\}+\max \left\{z_{i}^{\eta-}, z_{i}^{\eta+}\right\} \leqslant 1, i \in \Gamma .
\end{array}\right. \tag{M-7}
\end{align*}
$$

In the model ( $\mathrm{M}-7$ ), the purpose from the first constraint to the sixth constraint is to calculate the priority weighting vectors. The seventh constraint is the requirement of the deviation variables. The eighth constraint to the tenth constraint are the normalization constraints on the intuitionistic fuzzy weighting vectors $z^{-}$and $z^{+}$. Let $\max \left\{z_{i}^{\xi_{-}^{-}}, z_{i}^{z^{+}}\right\}=s_{i}$ and let $\max \left\{z_{i}^{\eta-}, z_{i}^{\eta+}\right\}=t_{i}$, where $i \in \Gamma$. The model ( $\mathrm{M}-7$ ) is transformed into:

$$
\begin{gather*}
\min \varepsilon=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(\Delta_{i j}^{1}+\Delta_{i j}^{2}+\Delta_{i j}^{3}+\Delta_{i j}^{4}+\Delta_{i j}^{5}+\Delta_{i j}^{6}+\Delta_{i j}^{7}+\Delta_{i j}^{8}\right) \\
\operatorname{s.t.} .  \tag{M-8}\\
\xi_{i j}^{\xi_{i j}-0.5 z_{i}^{\xi-}-0.5 z_{j}^{\eta-}-\Delta_{i j}^{1}+\Delta_{i j}^{2}=0, i, j \in \Gamma, i<j,} \begin{array}{c}
\eta_{i j}^{c-}-0.5 z_{i}^{\eta-}-0.5 z_{j}^{\xi-}-\Delta_{i j}^{3}+\Delta_{i j}^{4}=0, i, j \in \Gamma, i<j, \\
\xi_{i j}^{c+}-0.5 z_{i}^{\xi+}-0.5 z_{j}^{\eta+}-\Delta_{i j}^{5}+\Delta_{i j}^{6}=0, i, j \in \Gamma, i<j, \\
\eta_{i j}^{c+}-0.5 z_{i}^{\eta+}-0.5 z_{j}^{\xi+}-\Delta_{i j}^{7}+\Delta_{i j}^{8}=0, i, j \in \Gamma, i<j, \\
\Delta_{i j}^{1}, \Delta_{i j}^{2}, \Delta_{i j}^{3}, \Delta_{i j}^{4}, \Delta_{i j}^{5}, \Delta_{i j}^{6}, \Delta_{i j}^{7}, \Delta_{i j}^{8} \geqslant 0, i, j \in \Gamma, i<j, \\
0 \leqslant z_{i}^{\xi-}, z_{i}^{\eta-}, z_{i}^{\xi+}, z_{i}^{\eta+} \leqslant 1, i \in \Gamma ; \\
z_{i}^{\xi-}+z_{i}^{\eta-} \leqslant 1, z_{i}^{\xi+}+z_{i}^{\eta+} \leqslant 1, i \in \Gamma ; \\
\sum_{j=1, j \neq i}^{n} z_{j}^{\xi-} \leqslant z_{i}^{\eta-}, z_{i}^{\xi-}+n-2 \geqslant \sum_{j=1, j \neq i}^{n} z_{j}^{\eta-}, i \in \Gamma, \\
\sum_{j=1, j \neq i}^{n} z_{j}^{\xi+} \leqslant z_{i}^{\eta+}, z_{i}^{\xi+}+n-2 \geqslant \sum_{j=1, j \neq i}^{n} z_{j}^{\eta+}, i \in \Gamma, \\
s_{i}+t_{i} \leqslant 1, i \in \Gamma, \\
z_{i}^{\xi-}, z_{i}^{\xi+} \leqslant s_{i}, i \in \Gamma, \\
z_{i}^{\eta-}, z_{i}^{\eta+} \leqslant t_{i}, i \in \Gamma, \\
s_{i}, t_{i} \geqslant 0, i \in \Gamma .
\end{array}
\end{gather*}
$$

### 5.2. A new GDM method

Following the previous discussions, we present the following GDM method with IVIFPRs:
Step 1: Let $\widetilde{B}^{h}$ be the IVIFPR given by DM $e_{h}$.
Step 2: Through Eqs. (9) and (10), gain $B^{h-}$ and $B^{h+}$, respectively.
Step 3: Utilize Eq. (6) to compute $f\left(B^{h-}\right)$ and $f\left(B^{h+}\right)$, where $h=1,2, \cdots, m$. Employ Eq. (22) to quantify the consensus index.

Step 4: When all IVIFPRs are acceptable additive consistent and have acceptable consensus, let $\widetilde{B}^{\text {h }}=\widetilde{B}^{h}(h=1,2, \cdots, m)$ and go to Step 5. Otherwise, the models ( $\mathrm{M}-4$ ) and ( $\mathrm{M}-5$ ) are applied to adjust individual IVIFPRs to possess the acceptable consistency and consensus. Let $\widetilde{B}^{h}(h=1,2, \cdots, m)$ be the modified IVIFPRs.

Step 5: Based on the model (M-6), obtain the DMs' weighing vector $w$.
Step 6: Using Eq. (24) to get the collective IVIFPR $\widetilde{B}^{c}$.
Step 7: Using the model (M-8) to gain the IF priority weighting vectors $z^{-}$and $z^{+}$.
Step 8: Using Eq. (17), obtain the IVIF priority weights $\tilde{z}_{i}=\left(\left[z_{i}^{\xi}, z_{i}^{-\xi}\right],\left[z_{i}^{\eta}, z_{i}^{\eta}\right]\right)(i=1,2, \cdots, n)$ of the alternatives.
Step 9: As per Definition 2.6, calculate $s\left(\tilde{z}_{i}\right)$ and $\gamma\left(\tilde{z}_{i}\right)$, respectively, and rank the alternatives $r_{i}(i=1,2, \cdots, n)$ following these score values and accuracy values.

## 6. Application example and discussions

### 6.1. Case study

Example 6.1. A group of three experts denoted as $E=\left\{e_{1}, e_{2}, e_{3}\right\}$ are gathered to select the best destination for a summer vacation. After a pre-evaluation, four feasible alternatives are put forward for further consideration, i.e., $r_{1}$ : Istanbul, Turkey; $r_{2}$ : Barcelona, Spain; $r_{3}$ : Beijing, China; $r_{4}$ : Rome, Italy. The experts $e_{1}, e_{2}$ and $e_{3}$ express their individual preferences of these four alternatives in the form of IVIFPRs $\widetilde{B}^{1}, \widetilde{B}^{2}$ and $\widetilde{B}^{3}$, respectively, shown as follows:

$$
\begin{array}{r}
\widetilde{B}^{1}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.1,0.2],[0.6,0.7]) & ([0.2,0.3],[0.5,0.6]) & ([0.3,0.5],[0.3,0.5]) \\
([0.6,0.7],[0.1,0.2]) & ([0.5,0.5],[0.5,0.5]) & ([0.1,0.3],[0.5,0.6]) & ([0.5,0.7],[0.1,0.3]) \\
([0.5,0.6],[0.2,0.3]) & ([0.5,0.6],[0.1,0.3]) & ([0.5,0.5],[0.5,0.5]) & ([0.2,0.3],[0.6,0.7]) \\
([0.3,0.5],[0.3,0.5]) & ([0.1,0.3],[0.5,0.7]) & ([0.6,0.7],[0.2,0.3]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right] \\
\widetilde{B}^{2}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.5,0.6],[0.2,0.3]) & ([0.3,0.5],[0.4,0.5]) & ([0.6,0.7],[0.1,0.3]) \\
([0.2,0.3],[0.5,0.6]) & ([0.5,0.5],[0.5,0.5]) & ([0.5,0.7],[0.1,0.2]) & ([0.1,0.4],[0.3,0.5]) \\
([0.4,0.5],[0.3,0.5]) & ([0.1,0.2],[0.5,0.7]) & ([0.5,0.5],[0.5,0.5]) & ([0.4,0.5],[0.2,0.3]) \\
([0.1,0.3],[0.6,0.7]) & ([0.3,0.5],[0.1,0.4]) & ([0.2,0.3],[0.4,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right] \\
\widetilde{B}^{3}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.5,0.7],[0.1,0.2]) & ([0.4,0.6],[0.3,0.4]) & ([0.1,0.4],[0.5,0.6]) \\
([0.1,0.2],[0.5,0.7]) & ([0.5,0.5],[0.5,0.5]) & ([0.6,0.8],[0.1,0.2]) & ([0.6,0.7],[0.1,0.3]) \\
([0.3,0.4],[0.4,0.6]) & ([0.1,0.2],[0.6,0.8]) & ([0.5,0.5],[0.5,0.5]) & ([0.3,0.5],[0.2,0.3]) \\
([0.5,0.6],[0.1,0.4]) & ([0.1,0.3],[0.6,0.7]) & ([0.2,0.3],[0.3,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right]
\end{array}
$$

These four destinations can be ranked via our method, shown as follows:
Step 1: Three IVIFPRs $\widetilde{B}^{1}, \widetilde{B}^{2}$ and $\widetilde{B}^{3}$ are provided above.
Step 2: Based on Eqs. (9) and (10), $B^{1-}, B^{1+}, B^{2-}, B^{2+}, B^{3-}$ and $B^{3+}$ are obtained as follows:

$$
\begin{aligned}
& B^{1-}=\left[\begin{array}{llll}
(0.5,0.5) & (0.1,0.7) & (0.2,0.6) & (0.3,0.5) \\
(0.7,0.1) & (0.5,0.5) & (0.1,0.6) & (0.5,0.3) \\
(0.6,0.2) & (0.6,0.1) & (0.5,0.5) & (0.2,0.7) \\
(0.5,0.3) & (0.3,0.5) & (0.7,0.2) & (0.5,0.5)
\end{array}\right] \\
& B^{1+}=\left[\begin{array}{llll}
(0.5,0.5) & (0.2,0.6) & (0.3,0.5) & (0.5,0.3) \\
(0.6,0.2) & (0.5,0.5) & (0.3,0.5) & (0.7,0.1) \\
(0.5,0.3) & (0.5,0.3) & (0.5,0.5) & (0.3,0.6) \\
(0.3,0.5) & (0.1,0.7) & (0.6,0.3) & (0.5,0.5)
\end{array}\right] \\
& B^{2-}=\left[\begin{array}{llll}
(0.5,0.5) & (0.5,0.3) & (0.3,0.5) & (0.6,0.3) \\
(0.3,0.5) & (0.5,0.5) & (0.5,0.2) & (0.1,0.5) \\
(0.5,0.3) & (0.2,0.5) & (0.5,0.5) & (0.4,0.3) \\
(0.3,0.6) & (0.5,0.1) & (0.3,0.4) & (0.5,0.5)
\end{array}\right] \\
& B^{2+}=\left[\begin{array}{llll}
(0.5,0.5) & (0.6,0.2) & (0.5,0.4) & (0.7,0.1) \\
(0.2,0.6) & (0.5,0.5) & (0.7,0.1) & (0.4,0.3) \\
(0.4,0.5) & (0.1,0.7) & (0.5,0.5) & (0.5,0.2) \\
(0.1,0.7) & (0.3,0.4) & (0.2,0.5) & (0.5,0.5)
\end{array}\right] \\
& B^{3-}=\left[\begin{array}{llll}
(0.5,0.5) & (0.5,0.2) & (0.4,0.4) & (0.1,0.6) \\
(0.2,0.5) & (0.5,0.5) & (0.6,0.2) & (0.6,0.3) \\
(0.4,0.4) & (0.2,0.6) & (0.5,0.5) & (0.3,0.3) \\
(0.6,0.1) & (0.3,0.6) & (0.3,0.3) & (0.5,0.5)
\end{array}\right] \\
& B^{3+}=\left[\begin{array}{llll}
(0.5,0.5) & (0.7,0.1) & (0.6,0.3) & (0.4,0.5) \\
(0.1,0.7) & (0.5,0.5) & (0.8,0.1) & (0.7,0.1) \\
(0.3,0.6) & (0.1,0.8) & (0.5,0.5) & (0.5,0.2) \\
(0.5,0.4) & (0.1,0.7) & (0.2,0.5) & (0.5,0.5)
\end{array}\right]
\end{aligned}
$$

Step 3: Based on Eqs. (6) and (22), we can obtain $f\left(B^{1-}\right)=0.2333, f\left(B^{1+}\right)=0.1833, f\left(B^{2-}\right)=0.2, f\left(B^{2+}\right)=0.1667$, $f\left(B^{3-}\right)=0.2, f\left(B^{3+}\right)=0.2833$ and $g\left(\widetilde{B}^{1}, \widetilde{B}^{2}, \widetilde{B}^{3}\right)=0.7639$.

Step 4: Let $\theta=0.1$ and $\eta=0.9$ be the threshold of the acceptable additive consistency and the threshold of the acceptable consensus, respectively. One can check that all of IVIFPRs are unacceptable additive consistency and unacceptable consensus. According to the model ( $\mathrm{M}-5$ ), three modified IVIFPRs are derived as follows:

$$
\begin{gathered}
\widetilde{B}^{\prime 1}=\left[\begin{array}{cccc}
([0.5,0.5],[0.5,0.5]) & ([0.2,0.2],[0.6,0.6]) & ([0.3,0.35],[0.5,0.6]) & ([0.3,0.5],[0.3,0.5]) \\
([0.6,0.6],[0.2,0.2]) & ([0.5,0.5],[0.5,0.5]) & ([0.3,0.45],[0.2,0.2]) & ([0.5,0.7],[0.1,0.3]) \\
([0.5,0.6],[0.3,0.35]) & ([0.2,0.2],[0.3,0.45]) & ([0.5,0.5],[0.5,0.5]) & ([0.3,0.5],[0.2,0.3]) \\
([0.3,0.5],[0.3,0.5]) & ([0.1,0.3],[0.5,0.7]) & ([0.2,0.3],[0.3,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right] \\
\widetilde{B}^{\prime 2}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.5,0.6],[0.3,0.4]) & ([0.3,0.5],[0.4,0.5]) & ([0.3,0.5],[0.1,0.3]) \\
([0.2,0.3],[0.5,0.6]) & ([0.5,0.5],[0.5,0.5]) & ([0.5,0.5],[0.2,0.2]) & ([0.4,0.4],[0.3,0.5]) \\
([0.4,0.5],[0.3,0.5]) & ([0.2,0.2],[0.5,0.5]) & ([0.5,0.5],[0.5,0.5]) & ([0.4,0.5],[0.2,0.3]) \\
([0.1,0.3],[0.3,0.5]) & ([0.3,0.5],[0.4,0.4]) & ([0.2,0.3],[0.4,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right] \\
\widetilde{B}^{\prime 3}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.5,0.6],[0.3,0.4]) & ([0.4,0.6],[0.3,0.4]) & ([0.3,0.5],[0.2,0.5]) \\
([0.3,0.4],[0.5,0.6]) & ([0.5,0.5],[0.5,0.5]) & ([0.5,0.5],[0.2,0.2]) & ([0.6,0.7],[0.1,0.3]) \\
([0.3,0.4],[0.4,0.6]) & ([0.2,0.2],[0.5,0.5]) & ([0.5,0.5],[0.5,0.5]) & ([0.3,0.5],[0.2,0.3]) \\
([0.2,0.5],[0.3,0.5]) & ([0.1,0.3],[0.6,0.7]) & ([0.2,0.3],[0.3,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right]
\end{gathered}
$$

Step 5: Based on the model (M-6), the DMs' weighting vector is $w=(0,0,0.1)^{T}$.
Step 6: According to the modified IVIFPRs $\widetilde{B}^{\text {hh }}(h=1,2,3)$ and their weighting vector $w$, the collective IVIFPR $\widetilde{B}^{c}$ is obtained via Eq. (24), shown as follows:

$$
\stackrel{\sim}{B}^{c}=\left[\begin{array}{llll}
([0.5,0.5],[0.5,0.5]) & ([0.5,0.6],[0.3,0.4]) & ([0.4,0.6],[0.3,0.4]) & ([0.3,0.5],[0.2,0.5]) \\
([0.3,0.4],[0.5,0.6]) & ([0.5,0.5],[0.5,0.5]) & ([0.5,0.5],[0.2,0.2]) & ([0.6,0.7],[0.1,0.3]) \\
([0.3,0.4],[0.4,0.6]) & ([0.2,0.2],[0.5,0.5]) & ([0.5,0.5],[0.5,0.5]) & ([0.3,0.5],[0.2,0.3]) \\
([0.2,0.5],[0.3,0.5]) & ([0.1,0.3],[0.6,0.7]) & ([0.2,0.3],[0.3,0.5]) & ([0.5,0.5],[0.5,0.5])
\end{array}\right]
$$

Step 7: With respect to $\widetilde{B}^{c}$, IF priority weights $z^{-}$and $z^{+}$are derived via the model (8), shown as follows:

$$
\begin{aligned}
& z^{-}=((0.18,0.4),(0.38,0.38),(0.02,0.62),(0,0.58))^{T} \\
& z^{+}=((0.4667,0.5333),(0.2667,0.6),(0.1333,0.7333),(0.062,0.8667))^{T}
\end{aligned}
$$

Step 8: Applying Eq. (17), IVIF priority weights are determined, shown as follows:

$$
\begin{aligned}
& \tilde{z}_{1}=([0.18,0.4667],[0.4,0.5333]), \tilde{z}_{2}=([0.2667,0.38],[0.38,0.6]) \\
& \tilde{z}_{3}=([0.02,0.1333],[0.62,0.7333]), \tilde{z}_{4}=([0,0],[0.58,0.8667])
\end{aligned}
$$

Step 9: Following Definition 2.6, we obtain $s\left(\tilde{z}_{1}\right)=-0.1433, s\left(\tilde{z}_{2}\right)=-0.1667, s\left(\tilde{z}_{3}\right)=-0.6000$ and $s\left(\tilde{z}_{4}\right)=-0.7233$, which shows that $\tilde{z}_{1} \succ \tilde{z}_{2} \succ \tilde{z}_{3} \succ \tilde{z}_{4}$. Thus, we obtain $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$.

### 6.2. Some comparative analysis

Next, we compare our method with several existing methods [5,15,30,31,33,34,43].
(1) A comparison with the methods presented in [31,34,43]: Consider a GDM problem which aims at choosing a network system from four feasible alternatives for a new multi-function building (Note: Please see page 1006 of [31]). We take $\theta=0.1$ and $\eta=0.9$. When the proposed method is applied to handle this example shown in [31], the ranking results of several methods are shown in Table 1. From Table 1, we can see that:
(i) Wan et al.'s method [31] and Wang's method [34] do not check and improve the consensus for IVIFPRs. For example, let $\widetilde{\boldsymbol{R}}^{k}(k=1,2,3)$ be three IVIFPRs shown in page 1007 of [31]. According to Eq. (22) of this paper, we can get $g\left(\widetilde{\boldsymbol{R}}^{1}, \widetilde{\boldsymbol{R}}^{2}, \widetilde{\boldsymbol{R}}^{3}\right)=0.8528<\eta=0.9$, which indicates that the consensus among the three IVIFPRs shown in page 1007 of [31] are unacceptable. By contrast, a model is built in the proposed method to modify IVIFPRs without an acceptable consistency and an acceptable consensus.
(ii) The priority weights gained by Wan et al.'s method [31] take the form of IFVs, which seems to be unreasonable due to the fact that the elements in IVIFPRs are IVIFVs. By contrast, the priority weights obtained by the proposed method take the form of IVIFVs, which can well reflect the uncertainty of the DMs' preferences.
(iii) Wan et al.'s method [31] and Wang's method [34] applied the complete additive consistency, whereas the proposed method utilizes the acceptable additive consistency. It should be noted that when we let $\theta=0$, we derived decision-making methods with IVIFPRs following the complete consistency and consensus analysis.

Table 1
A comparison between the methods presented in $[31,34,43]$ and the proposed method (All collected from [31]).

| Methods | Ranking values |  | Ranking orders |
| :---: | :---: | :---: | :---: |
| Wan et al.'s method [31] | $\begin{aligned} & L\left(w_{1}\right)=0.2068, L\left(w_{2}\right)=0.3877, \\ & L\left(w_{3}\right)=0.3309, L\left(w_{4}\right)=0.1289 \end{aligned}$ |  | $r_{2} \succ r_{3} \succ r_{1} \succ r_{4}$ |
| Xu's method [43] | $w=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)^{T}$ | $\begin{aligned} & c\left(\tilde{r}_{1}\right)=0.5134, c\left(\tilde{r}_{2}\right)=0.5673 \\ & c\left(\tilde{r}_{3}\right)=0.4800, c\left(\tilde{r}_{4}\right)=0.4401 \end{aligned}$ | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
|  | $w=(0.3,0.2,0.5)^{T}$ | $\begin{aligned} & c\left(\tilde{r}_{1}\right)=0.5262, c\left(\tilde{r}_{2}\right)=0.5580 \\ & c\left(\tilde{r}_{3}\right)=0.4919, c\left(\tilde{r}_{4}\right)=0.4246 \end{aligned}$ | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
|  | $w=(0.3145,0.2601,0.4254)^{T}$ | $\begin{aligned} & c\left(\tilde{r}_{1}\right)=0.5214, c\left(\tilde{r}_{2}\right)=0.5571 \\ & c\left(\tilde{r}_{3}\right)=0.4915, c\left(\tilde{r}_{4}\right)=0.4309 \end{aligned}$ | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
| Wang's method [34] | $w=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)^{T}$ | $\begin{aligned} & S\left(\tilde{\omega}_{1}\right)=-0.5686, S\left(\tilde{\omega}_{2}\right)=-0.2710 \\ & S\left(\tilde{\omega}_{3}\right)=-0.4819, S\left(\tilde{\omega}_{4}\right)=-0.6525 \end{aligned}$ | $r_{2} \succ r_{3} \succ r_{1} \succ r_{4}$ |
|  | $w=(0.3,0.2,0.5)^{T}$ | $\begin{aligned} & S\left(\tilde{\omega}_{1}\right)=-0.5759, S\left(\tilde{\omega}_{2}\right)=-0.2778 \\ & S\left(\tilde{\omega}_{3}\right)=-0.4845, S\left(\tilde{\omega}_{4}\right)=-0.6502 \end{aligned}$ | $r_{2} \succ r_{3} \succ r_{1} \succ r_{4}$ |
|  | $w=(0.3145,0.2601,0.4254)^{T}$ | $\begin{aligned} & S\left(\tilde{\omega}_{1}\right)=-0.5726, S\left(\tilde{\omega}_{2}\right)=-0.2746 \\ & S\left(\tilde{\omega}_{3}\right)=-0.4833, S\left(\tilde{\omega}_{4}\right)=-0.6512 \end{aligned}$ | $r_{2} \succ r_{3} \succ r_{1} \succ r_{4}$ |
| The proposed method | $\begin{aligned} & s\left(\tilde{z}_{1}\right)=-0.4167, s\left(\tilde{z}_{2}\right)=-0.0834 \\ & s\left(\tilde{z}_{3}\right)=-0.4833, s\left(\tilde{z}_{4}\right)=-0.7166 \end{aligned}$ |  | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |

(iv) Xu's method [43] ignored the consistency analysis that is a very important topic to obtain reasonable ranking orders of alternatives. Our method adjusts the consistency of IVIFPRs to get logical ranking orders of alternatives.
(2) A comparison with the methods presented in [5,15,30]: Consider the decision making problem about ERP system selection adopted from [30]. The proposed method is employed to rank the alternatives of this problem. We take $\theta=0.1$ and $\eta=0.9$. The ranking results of alternatives for different methods are shown in Table 2. From Table 2, we can see that:
(i) The lack of the consistency might lead to an inaccurate ending. Let $\widetilde{\boldsymbol{R}}^{k}(k=1,2,3)$ be three IVIFPRs shown in page 579 of [30], let $\widetilde{\boldsymbol{R}}$ be the collective IVIFPR derived by Eq. (18) of [30], and let $\boldsymbol{R}_{\mu}$ and $\boldsymbol{R}_{v}$ be two special IFPRs extracted from $\widetilde{\boldsymbol{R}}$ based on Eqs. (9) and (10) of [30], respectively. By applying Eq. (6) of this paper, we can get $f\left(\boldsymbol{R}_{\mu}\right)=0.0648<\theta=0.1$ and $f\left(\boldsymbol{R}_{v}\right)=0.1179>\theta=0.1$, which means that $\boldsymbol{R}_{v}$ is an unacceptable additive consistency. That is, Wan et al.'s method [30] has the drawback that it does not develop some repairing methods for improving the consistency index of IVIFPRs. By applying Eq. (22) of this paper, we can get $g\left(\widetilde{\boldsymbol{R}}^{1}, \widetilde{\boldsymbol{R}}^{2}, \widetilde{\boldsymbol{R}}^{3}\right)=0.7347<\eta=0.9$, which can find that the consensus among the three DMs obtained by Wan et al.'s method [30] is unacceptable. Wan et al.'s method [30] disregards the consensus. Our method can simultaneously ensure three goals: (1) consistency and consensus are simultaneously reached, (2) the smallest information loss is guaranteed, and (3) the maximum consistency and consensus levels are guaranteed.
(ii) Wan et al.'s method [30] derived alternatives' priority weights by constructing several programming models, which considers the DMs' satisfaction but ignores the DMs' dissatisfaction. The proposed method has the advantage that it derives alternatives' priority weights by building a programming model which involves the DMs' satisfaction and dissatisfaction simultaneously to contain much valuable information and reducing the information loss.

Table 2
A comparison between the methods presented in [5,15,30] and the proposed method (All collected from [30]).

| Methods | Ranking values |  | Ranking orders |
| :--- | :--- | :--- | :--- |
| Wan et al.'s method [30] | $\psi=0$ | $R D_{1}=0.8343, R D_{2}=0.9284, R D_{3}=0.0765, R D_{4}=0.0906$ | $r_{2} \succ r_{1} \succ r_{4} \succ r_{3}$ |
|  | $\psi=0.5$ | $R D_{1}=0.9441, R D_{2}=0.7244, R D_{3}=0.1112, R D_{4}=0.0555$ | $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$ |
| Chu et al.'s method [5] | $\psi=1$ | $R D_{1}=0.7511, R D_{2}=0.9403, R D_{3}=0.0970, R D_{4}=0.0697$ | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
| Liao et al.'s method [15] | $r_{4} \succ r_{2} \succ r_{1} \succ r_{3}$ |  |  |
| The proposed method | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |  | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
|  | $s\left(\tilde{z}_{1}\right)=-0.2804$, |  |  |
|  | $s\left(\tilde{z}_{2}\right)=-0.0750$, |  |  |
|  | $s\left(\tilde{z}_{3}\right)=-0.6597$, |  |  |
|  | $s\left(\tilde{z}_{4}\right)=-0.6822$ |  |  |
|  |  |  |  |

Table 3
A comparison between the methods presented in $[15,33]$ and the proposed method (All collected from [33]).

| Methods | Ranking values |  | Ranking orders |
| :---: | :---: | :---: | :---: |
| Wan et al.'s method [33] | $\xi=0$ | $q \in[0,0.70)$ | $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$ |
|  |  | $q=0.70$ | $r_{1} \sim r_{2} \succ \mathrm{r}_{3} \succ \mathrm{r}_{4}$ |
|  |  | $q \in(0.70,1]$ | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
|  | $\xi=1$ | $q \in[0,1]$ | $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$ |
|  | $\xi=0.5$ | $q \in[0,1]$ | $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$ |
| Liao et al.'s method [15] | $s\left(\tilde{r}_{1}\right)=0.7154, s\left(\tilde{r}_{2}\right)=0.8973, s\left(\tilde{r}_{3}\right)=-0.3024, s\left(\tilde{r}_{4}\right)=-0.8667$ |  | $r_{2} \succ r_{1} \succ r_{3} \succ r_{4}$ |
| The proposed method | $s\left(\tilde{z}_{1}\right)=0.1413, s\left(\tilde{z}_{2}\right)=-0.1413, s\left(\tilde{z}_{3}\right)=-0.6863, s\left(\tilde{z}_{4}\right)=-1.0000$ |  | $r_{1} \succ r_{2} \succ r_{3} \succ r_{4}$ |

Table 4
A comparison between the proposed method and the existing methods [5,15,30,31,33,34,43].

| Methods | Preference relations | Checkingconsistency | Repairing inconsistency | Checking consensus | Improving consensus | Needing iterations | The forms of the obtained priority weights | Deriving the DMs' weights |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wang's method [34] | IFPRs | No | No | No | No | No | IFVs | No |
| Wan et al.'s method [33] | IVIFPRs | Yes | Yes | No | No | Yes | IVIFVs | Yes |
| Liao et al.'s method [15] | IVIFPRs | Yes | Yes | No | No | Yes | IVIFVs | No |
| Wan et al.'s method [30] | IVIFPRs | No | No | No | No | No | IVIFVs | Yes |
| Wan et al.'s method [31] | IVIFPRs | Yes | Yes | No | No | No | IFVs | Yes |
| Xu's method [43] | IFPRs | No | No | Yes | Yes | Yes | IFVs | No |
| Chu et al.'s method [5] | IFPRs | Yes | Yes | Yes | Yes | Yes | IFVs | No |
| The proposed method | IVIFPRs | Yes | Yes | Yes | Yes | No | IVIFVs | Yes |

(iii) In [30], the priority vector is not obtained from the acceptable consistent IVIFPRs. However, the proposed method has the advantage that it calculates the IVIF priorities based on the acceptable consistent IVIFPRs with an acceptable consensus, which ensure that the ranking orders are reasonable.
(iv) The methods presented in [5,15] offered iterative methods for improving the multiplicative consistency, which needs more computational efforts to reach the consistency requirement. Our method improves the consistency and consensus of IVIFPRs without the iterative process.
(v) The methods presented in $[15,30]$ disregarded the consensus analysis, such that the ranking cannot reflect the agreement degree among the opinions of the experts. The proposed method has the advantage that it considers the consensus reaching processes for IVIFPRs.
(3) A comparison with the methods presented in [15,33]: In [33], Wan et al. presented an example for virtual enterprise partner selection. We take $\theta=0.1$ and $\eta=0.9$ as the thresholds of acceptable consistency and consensus. The ranking results for different methods are displayed in Table 3. From Table 3, we can see that:
(i) The methods presented in $[15,33]$ offered iterative methods for improving the multiplicative consistency, which needs more computational efforts to achieve the consistency requirement. Our method improves the consistency without the iterative process.
(ii) The methods presented in $[15,33]$ only focus on improving the consistency level and cannot ensure that the DMs' most original information is preserved. The proposed method has the advantage that it can achieve three goals simultaneously, i.e., (1) reaching the acceptable consistency and consensus requirements, (2) retaining the largest amount of the original information, and (3) maximizing the consistency and consensus levels of the modified IVIFPRs.
(iii) The methods presented in $[15,33]$ only restricted to the consistency analysis for IVIFPRs and ignored the consensus analysis for IVIFPRs. The consistency and consensus of IVIFPRs are simultaneously improved in our method.
(iv) The method presented in [15] does not consider how to derive the DMs' weights. By contrast, our method considers this issue and applies an optimization model to calculate the DMs' weights.

In summary, a comparison between our proposed approach and the existing approaches [5,15,30,31,33,34,43] is shown in Table 4.

## 7. Conclusions

In this paper, we have proposed an optimization-based GDM method using IVIFPRs. An additive consistency concept of IFPRs is offered. By using this concept, we defined the consistency index of IFPRs for the consistency checking and presented a novel concept of acceptable additive consistency for IFPRs. Then, through splitting an IVIFPR into two IFPRs, the concept of acceptable additive consistency is proposed in accordance with that of these two IFPRs. A consensus index is defined for

GDM by means of distance measures. Considering the case where the complete consensus may be too strict, a concept of acceptable consensus is further proposed to determine whether a sufficient consensus level has been reached. When the consistency and the consensus are unacceptable, several models are proposed to achieve acceptable additive consistency and consensus. To achieve the highest possible group consensus, a model to get the experts' weights is proposed, where the collective IVIFPR is obtained using the DMs' weights and the individual IVIFPRs. A procedure is presented to produce the priority weights. A GDM approach with IVIFPRs is presented. The proposed GDM method can conquer the shortcomings of the existing GDM methods. It offers us a useful way for GDM in the IVIF context. In the future, we will develop new GDM approaches using other kinds of preference relations [10,16,36,40]. Moreover, in recent years, some GDM methods [12,21,23] have been proposed based on various kinds of fuzzy sets. It is also worth of future research to propose new GDM methods based on the GDM methods presented in [12,21,23].
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