




         



Mariano Giaquinta • Giuseppe Modica

Mathematical Analysis

Foundations and Advanced Techniques
for Functions of Several Variables



ISBN 978-0-8176-8309-2 e-ISBN 978-0-8176-8310-
DOI 10.1007/978-0-8176-8310-

Library of Congress Control Number: 

Mathematics Subject Classification

Springer New York Dordrecht Heidelberg London 

: 28-01, 35-01, 49-01, 52-01, 58A10

Mariano Giaquinta
Scuola Normale Superiore
Piazza dei Cavalieri, 7
I-56100 Pisa
Italy
giaquinta@sns.it

I-50139 Firenze

Giuseppe Modica
Dipartimento di Sistemi e Informatica
Università di Firenze
Via S. Marta, 3

giuseppe.modica@unifi.it

8
8

2011940806

Italy

 Springer Science+Business Media, LLC 2012 
All rights reserved. This work may not be translated or copied in whole or in part without the written 
permission of the publisher (Birkhäuser Boston, c/o Springer Science+Business Media, LLC, 233 Spring 
Street, New York, NY 10013, USA), except for brief excerpts in connection with reviews or scholarly 
analysis. Use in connection with any form of information storage and retrieval, electronic adaptation, 
computer software, or by similar or dissimilar methodology now known or hereafter developed is 
forbidden. 
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they 
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are 
subject to proprietary rights. 

 
Printed on acid-free paper 

 
Birkhäuser Boston is part of Springer Science+Business Media (www.birkhauser.com) 

 



Preface

This volume1, that adds to the four volumes2 that already appeared, com-
plements the study of ideas and techniques of the differential and integral
calculus for functions of several variables with the presentation of several
specific topics of particular relevance from which the calculus of functions
of several variables has originated and in which it has its most natural
context. Some chapters have to be seen as introductory to further de-
velopments that proceed autonomously and that cannot be treated here
because of space and complexity. However, we believe that a discussion at
an elementary level of some aspects is surely part of a basic mathemati-
cal education and helps to understand the context in which the study of
abstract functions of many variables finds its true motivation.

Chapter 1 aims at illustrating in concrete situations the abstract treat-
ment of the geometry of Hilbert spaces that we presented in [GM3]. After
a short illustration of Lebesgue’s spaces, in particular of L2, and a brief
introduction to Sobolev spaces, we present some complements to the the-
ory of Fourier series, the method of separation of variables for the Laplace,
heat and wave equations, and the Dirichlet principle and we conclude with
some results concerning the Sturm–Liouville theory. Chapter 2 is dedi-
cated to the theory of convex functions and to illustrating several instances
in which it naturally shows. Among these, the study of inequalities, the
Farkas lemma, and the linear and the convex programming with the the-
orem of Kuhn–Tucker and of von Neumann and Nash in the theory of
games. Chapter 3 is an introduction to calculus of variations. Our aim is
of just presenting the Lagrangian and Hamiltonian formalism, hinting at
some of its connections with geometrical optics, mechanics, and some geo-
metrical examples. Chapter 4 deals with the general theory of differential

1 This book is a translation and a revised edition of M. Giaquinta, G. Modica Analisi
Matematica, V. Funzioni di più variabili: ulteriori sviluppi, Pitagora Ed., Bologna,
2005.

2 M. Giaquinta, G. Modica, Mathematical Analysis, Functions of One Variable,
Birkhauser, Boston, 2003,
M. Giaquinta, G. Modica, Mathematical Analysis, Approximation and Discrete Pro-
cesses, Birkhauser, Boston, 2004,
M. Giaquinta, G. Modica, Mathematical Analysis, Linear and Metric Structures and
Continuity, Birkhauser, Boston, 2007,
M. Giaquinta, G. Modica, Mathematical Analysis, An Introduction to Functions of
several variables, Birkhauser, Boston, 2009.
We shall refer to these books as to [GM1], [GM2], [GM3] and [GM4], respectively.
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forms with the Stokes theorem, the Poincaré lemma, and some applications
of geometrical character. The final two chapters, 5 and 6, are dedicated
to the general theory of measure and integration, only outlined in [GM4],
and includes the study of Borel, Radon and Hausdorff measures and of the
theory of derivation of measures.

The study of this volume requires a strong effort compared to the one
requested for the first four volumes, both for the intrinsinc difficulties and
for the width and varieties of the topics that appear. On the other hand,
we believe that it is very useful for the reader to have a wide spectrum
of contexts in which the ideas have developed and play an important role
and some reasons for an analysis of the formal and structural foundations
that at first sight might appear excessive. However, we have tried to keep
a simple style of presentation, always providing examples, enlightening
remarks and exercises at the end of each chapter. The illustrations and
the bibliographical note provide suggestions for further readings.

We are greatly indebted to Cecilia Conti for her help in polishing our
first draft and we warmly thank her. We would also like to thank Paolo
Acquistapace, Timoteo Carletti, Giulio Ciraolo, Roberto Conti, Giovanni
Cupini, Matteo Focardi, Pietro Majer and Stefano Marmi for their com-
ments and their invaluable help in catching errors and misprints, and Ste-
fan Hildebrandt for his comments and suggestions concerning especially
the choice of illustrations. Our special thanks also go to all members of
the editorial technical staff of Birkhäuser for the excellent quality of their
work and especially to Katherine Ghezzi and the executive editor Ann
Kostant.

Note: We have tried to avoid misprints and errors. However, as most
authors, we are imperfect. We will be very grateful to anybody who is
willing to point out errors or misprints or wants to express criticism or
comments. Our e-mail addresses are

giaquinta@sns.it modica@dma.unifi.it

We will try to keep up an errata corrige at the following webpages:

http://www.sns.it/~giaquinta

http://www.dma.unifi.it/~modica

http://www.dsi.unifi.it/~modica

Mariano Giaquinta
Giuseppe Modica
Pisa and Firenze
March 2011
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1. Spaces of Summable
Functions and Partial
Differential Equations

This chapter aims at substantiating the abstract theory of Hilbert spaces
developed in [GM3]. After introducing the Laplace, heat and wave equa-
tions we present the classical method of separation of variables in the study
of partial differential equations. Then we introduce Lebesgue’s spaces of p-
summable functions and we continue with some elements of the theory of
Sobolev spaces. Finally, we present some basic facts concerning the notion
of weak solution, the Dirichlet principle and the alternative theorem.

1.1 Fourier Series and Partial

Differential Equations

1.1.1 The Laplace, Heat and Wave Equations

In our previous volumes [GM2, GM3, GM4] we discussed time by time
partial differential equations, i.e., equations involving functions of several
variables and some of their partial derivatives.

Among linear equations, i.e., equations for which the superposition
principle holds, the following equations are particularly relevant, for in-
stance, in classical physics: the Laplace equation, the heat equation and
the wave equation. They are respectively the prototypes of the so-called
elliptic, parabolic and hyperbolic partial differential equations.

a. Laplace’s and Poisson’s equation

Laplace’s equation for a function u : Ω → R defined on an open set Ω ⊂ Rn,
n ≥ 2, is

Δu := div∇u =

n∑
i=1

∂2u

∂xi2
=

n∑
i=1

uxixi = 0.

The operator Δ is called Laplace’s operator and the solutions of Δu = 0
are called harmonic functions.

_1, 
© Springer Science+Business Media, LLC 2012

1, M. Giaquinta and G. Modica Mathematical Analysis, Foundations and Advanced
Techniques for Functions of Several Variables, DOI 10.1007/978-0-8176-8310-8



2 1. Spaces of Summable Functions and Partial Differential Equations

Several “equilibrium” situations reduce or can be reduced to Laplace’s
equation. For instance, a system is often subject to “internal forces” rep-
resented by a field E : Ω → Rn, and, at the equilibrium, the outgoing flux
from each domain is zero, i.e.,∫

∂A

E •νA dHn−1 = 0 ∀A ⊂⊂ Ω.

If E is smooth, E ∈ C1(Ω), we may use the Gauss–Green formulas, see
e.g., [GM4], to deduce

0 =

∫
∂B(x,r)

E •νB(x,r) dx =

∫
B(x,r)

divE(y) dy

for every ball B(x, r) ⊂⊂ Ω, and, letting r → 0, conclude that

divE(x) = 0 ∀x ∈ Ω, (1.1)

on account of the integral mean theorem. Often the field E has a potential
u : Ω → R, E = −∇u. In this case the potential u solves Laplace’s equation

Δu(x) = div∇u(x) = 0 ∀x ∈ Ω. (1.2)

In mathematical physics, quantities are often functions of densities f :
Ω → R (so that

∫
A f(x) dx is the quantity related to A ⊂ Ω) that are

related with a force field E : Ω → Rn. For instance, in electrostatics f(x)
is the density of charge and E(x) is the induced electric field at x ∈ Ω.
The interaction is then expressed as proportionality of the quantities∫

A

f(x) dx and

∫
∂A

E •νA dHn−1

for every subset A ⊂⊂ Ω. Assuming that f ∈ C0(Ω), E ∈ C1(Ω) and the
constant of proportionality equals 1, as previously, Gauss–Green formulas
yield ∫

B(x,r)

f(y) dy =

∫
∂B(x,r)

E •νB(x,r) dx =

∫
B(x,r)

divE(y) dy

for every ball B(x, r) ⊂⊂ Ω, hence, letting r → 0,

divE(x) = f(x) ∀x ∈ Ω. (1.3)

If E has a potential, E = −∇u, then (1.3) reads as Poisson’s equation

−Δu(x) = f(x) ∀x ∈ Ω. (1.4)

We have seen in [GM4] that for harmonic functions u : Ω → R of class
C2(Ω) ∩ C0(Ω) the following maximum principle holds:

sup
Ω

|u| ≤ sup
∂Ω

|u|.

A consequence is a uniqueness result for the the so-called Dirichlet prob-
lem.
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1.1 Proposition (Uniqueness). Dirichlet’s problem for Poisson’s equa-
tion, i.e., the problem of finding u : Ω → R satisfying{

Δu = f in Ω,

u = g on ∂Ω,
(1.5)

has at most a solution of class C2(Ω) ∩ C0(Ω).

Proof. In fact, the difference u of two solutions of (1.5) satisfies⎧⎨⎩Δu = 0 in Ω,

u = 0 su ∂Ω,
(1.6)

hence supΩ |u| ≤ sup∂Ω |u| = 0 by the maximum principle.
Alternatively, one can use the so-called energy method, for instance if the difference

u of two solutions of (1.5) is of class C2(Ω). In fact, if u ∈ C2(Ω) is a solution of (1.6),
we have uΔu = 0 in Ω, and, integrating by parts, we get

0 =

∫
Ω
uΔudx =

∫
Ω

n∑
i=1

Di(uDiu) dx−
∫
Ω
|Du|2 dx

=

∫
∂Ω

u
∂u

∂ν
dσ −

∫
Ω
|Du|2 dx = −

∫
Ω
|Du|2 dx,

hence Du = 0 in Ω and, consequently, u = 0 in Ω since u = 0 on ∂Ω. ��

b. The heat equation

The heat equation for u = u(x, t), x ∈ Ω ⊂ Rn, t ∈ R, is

ut −Δu = 0.

It is also known as the diffusion equation, and it is supposed to describe
the time evolution of a quantity such as the temperature or the density of
a population under suitable viscosity conditions.

Let u(x, t) : Ω×R → R be a function and let F (x, t) : Ω×R → Rn be a
field. It often happens that the time variation of u in A ⊂⊂ Ω is balanced
by the outgoing flux of F through ∂A,

∂

∂t

∫
A

u(x, t) dx = −
∫
∂A

F •νA ds ∀A ⊂⊂ Ω, ∀t.

Assuming u and F sufficiently smooth (for instance, u continuous in x for
all t and C1 in t for all x, and F (x, t) of class C1 in x for all t), Gauss–Green
formulas and the theorem of integration under the integral sign allow us
to conclude∫

B(x,r)

∂u

∂t
(x, t) dx =

∂

∂t

∫
B(x,r)

u(x, t) dx

= −
∫
∂B(x,r)

F •νB(x,r) ds = −
∫
B(x,r)

divF (x, t) dx
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for all B(x, r) ⊂ Ω and ∀t. Letting r → 0, we deduce the so-called conti-
nuity equation or balance equation

∂u

∂t
(x, t) + divF (x, t) = 0 in Ω× R. (1.7)

The physical characteristics of the system are now expressed by adding
to (1.7) a constitutive equation that relates the field F to u,

F = F [u]. (1.8)

In the simplest case, one assumes that F (x, t) is proportional to the spatial
gradient of u at the same instant, F (x, t) = −k∇u(x, t). The internal forces
tend to diffuse u if k > 0 and to concentrate u if k < 0 (if u(x, t) represents
the temperature at point x in the body Ω at instant t, we have diffusion).
For simplicity, if k = 1, the constitutive equation is F (x, t) = −∇u(x, t),
and from (1.7) and (1.8) we infer the heat equation for u:

ut = div∇u = Δu in Ω× R.

1.2 Parabolic equations. The model, continuity equation plus consti-
tutive law (1.7) and (1.8), is sufficiently flexible to be adapted to several
situations. For instance, the variation in time of u may be caused by the
field F but also by a volume effect determined by a density f(x, t). The
equation becomes then∫

A

∂u

∂t
(x, t) dx = −

∫
A

divF dx+

∫
A

f(x, t) dx ∀A ⊂⊂ Ω,

that, assuming sufficient regularity for u, F and f , can be written as

ut = −divF + f in Ω× R.

Additionally, the field F may take into account external effects. For in-
stance, we may add a privileged direction

F (x, t) = −∇u(x, t) + g(x, t), g : Ω → Rn,

or some intrinsic nonhomogeneity of the system (even in time)

F (x, t) = −k(x, t)∇u(x, t),

or some anisotropy

F = (Fi), Fi(x, t) = −
n∑

j=1

aij(x, t)Dju(x, t),

or a dependence on u,

F (x, t) = −k∇u(x, t) + c(x, t)u(x, t),
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or imagine that all these effects act at the same time.

F = (Fi), Fi =
n∑

j=1

aijDju+ biu+ gi.

If all quantities are sufficiently regular, we end up with the parabolic equa-
tion

ut =

n∑
ij=1

Di(aijDju)−
n∑

i=1

Di(biu)− div g + f in Ω× R.

A maximum principle holds also for parabolic equations.

1.3 ¶ Maximum principle for the heat equation. Prove the following parabolic
maximum principle: Let u = u(x, t) be a solution of ut − Δu = 0 in Ω×]0, T [ of class

C2(Ω×]0, T [) ∩ C0(Ω× [0, T [). Then

sup
Ω×[0,T [

|u| ≤ sup
Γ

|u|

where Γ := (Ω×{0})∪(∂Ω× [0, T [). More precisely, show that maximum and minimum
points of u lie on the base or on the lateral walls of the cylinder Ω× [0, T [: For instance,
if u denotes the temperature of a body Ω, the maximum principle tells us that u(x, t)
cannot be higher than the initial temperature of the body or of the temperature that
we apply to the walls.

Also on the basis of Exercise 1.3, it is natural to consider the following
problem in which initial and boundary values are prescribed: Given f, g
and h, find a function u(x, t) such that⎧⎪⎪⎨⎪⎪⎩

ut −Δu = f in Ω×]0, T [,

u(x, 0) = g(x) ∀x ∈ Ω,

u(x, t) = h(x, t) ∀x ∈ ∂Ω, ∀t ∈]0, T [.
(1.9)

We then have the following uniqueness for the parabolic problem.

1.4 Proposition (Uniqueness). Problem (1.9) has at most a solution
of class C2(Ω×]0, T [) ∩ C0(Ω× [0, T [).

Proof. In fact, since the difference u between two solutions of (1.9) satisfies⎧⎪⎪⎨⎪⎪⎩
ut −Δu = 0 in Ω×]0, T [,

u(x, 0) = 0 ∀x ∈ Ω,

u(x, t) = 0 ∀x ∈ ∂Ω, ∀t ∈]0, T [,

(1.10)

the maximum principle for the heat equation implies u = 0 on Ω× [0, T [.
Alternatively, we may get the result using the energy method, at least for sufficiently

regular solutions in Ω× [0, T ]. In fact, if u denotes the difference between two solutions,

and u ∈ C2(Ω×]0, T [)∩C0(Ω× [0, T [), then u satisfies (1.10). Thus, multiplying (1.10)
by u and integrating, we obtain
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0 =

∫ T

0

∫
Ω
u(ut −Δu) dx dt

=

∫ T

0
dt

∫
Ω

d

dt

( |u|2
2

)
−
∫ T

0
dt

∫
∂Ω

u
du

dν
dσ +

∫ T

0
dt

∫
Ω
|Du|2 dx,

and, using the initial and boundary conditions, this reduces to

1

2

∫
Ω
|u(x, T )|2 dx+

∫ T

0

∫
Ω
|Du|2 dx = 0,

i.e., u = 0 in Ω× [0, T [. ��

c. The wave equation

The wave equation is
� u := utt −Δu = 0. (1.11)

The operator � is called the operator of D’Alembert. If u(x, t) represents
the deviation on a direction of a vibrating string or a membrane at point
x and time t and if the “force” acting on a piece A of the membrane is
given by

−
∫
∂A

F •νA dHn−1,

according to Newton’s law, we deduce

d2

dt2

∫
A

u(x) dx = −
∫
∂A

F •νA dHn−1

for all A ⊂⊂ Ω. Assuming that the constitutive law is

F = −∇u

and that u is sufficiently smooth, as previously, using differentiation under
the integral sign, Gauss–Green formulas and the integral mean theorem,
we deduce the wave equation for u:

utt = div∇u = Δu in Ω.

Given f , g0, g1 and h, we consider the initial value problem for the
wave equation which consists in finding u sufficiently regular so that⎧⎪⎪⎨⎪⎪⎩

utt −Δu = f in Ω× [0, T [,

u(x, 0) = g0(x), ut(x, 0) = g1(x), ∀x ∈ Ω,

u(x, t) = h(x, t), ∀x ∈ ∂Ω, ∀t ∈ [0, T [

(1.12)

and we prove the following uniqueness result.

1.5 Proposition (Uniqueness). The initial value problem (1.12) has at
most one solution.
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Figure 1.1. Two pages of De Motu Nervi Tensi by Brook Taylor (1685–1731) from the
Philosophical Transactions, 1713.

Proof. We proved the claim in [GM3] if Ω = [a, b]. In the general case, we use the
so-called energy method. The difference u(x, t) of two solutions of (1.12) satisfies⎧⎪⎪⎨⎪⎪⎩

utt −Δu = 0 in Ω× [0, T [,

u(x, 0) = 0, ut(x, 0) = 0 ∀x ∈ Ω,

u(x, t) = 0 ∀x ∈ ∂Ω, ∀t ∈ [0, T [.

(1.13)

Multiplying by ut and integrating in t and x, we find for all τ ∈ [0, T ]

0 =

∫ τ

0
dt

∫
Ω
uttut dx−

∫ τ

0
dt

∫
∂Ω

ut
du

dν
dσ +

∫ τ

0
dt

∫
Ω

d

dt

|ux|2
2

dx

=
1

2

∫
Ω

(
|ut(x, τ)|2 + |ux(x, τ)|2

)
dt,

which yields u = 0 in Ω× [0, T [. ��

However, how can we find solutions (or even prove that there exist
solutions) of the previous boundary and initial problems for the Poisson,
heat and wave equations? This is part of the theory of partial differential
equations which, of course, we are not going to get into. However, in the
next subsection we shall describe a method that, in some cases and in the
presence of a simple geometry of the domain Ω, allows us to find solutions.

1.1.2 The method of separation of variables

In this subsection we shall illustrate how to get solutions of the previous
partial differential equation (PDE) in some simple cases, without aiming
at generality and systematization.



8 1. Spaces of Summable Functions and Partial Differential Equations

a. Laplace’s equation in a rectangle

We consider Laplace’s equation in a rectangle of R2 with boundary value
g. First we notice that it suffices to solve the Dirichlet problem when g is
nonzero only on one of the sides of the rectangle. In fact, by superposition
we are then able to find a solution u0(x, y) of the Dirichlet problem for
the Laplace equation on a rectangle when the boundary datum vanishes
at the vertices of the rectangle. For an arbitrary datum g, it suffices then
to choose α, β, γ and δ in such a way that g0 := g − α − βx − γy − δxy
vanishes at the four vertices of the rectangle and, if u0 is a solution with
boundary value g0, then

u(x, y) := u0(x, y) + (α+ βx+ γy + δxy)

solves our original problem with boundary value g.
Therefore, let us consider the problem of finding a solution u(x, y) of⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

uxx + uyy = 0 in ]0, π[×]0, a[,

u(0, y) = u(π, y) = 0 ∀y ∈ [0, a],

u(x, a) = 0 ∀x ∈ [0, π],

u(x, 0) = g(x) ∀x ∈ [0, π].

(1.14)

We shall use the so-called method of separation of variables.
Our first step is to look for nonzero solutions u(x, y) of the problem⎧⎪⎪⎨⎪⎪⎩

uxx + uyy = 0 in ]0, π[×]0, a[,

u(0, y) = u(π, y) = 0 ∀y ∈ [0, a],

u(x, a) = 0 ∀x ∈ [0, π]

(1.15)

of the type
u(x, y) = X(x)Y (y). (1.16)

It is easily seen that such solutions exist if there is a constant λ ∈ R for
which there exist nonzero solutions X and Y of{

X ′′ + λX = 0,

X(0) = X(π) = 0,
and

{
Y ′′ − λY = 0,

Y (a) = 0.
(1.17)

Let us look for solutions X(x) of the boundary value problem{
X ′′ + λX = 0,

X(0) = X(π) = 0.
(1.18)

If λ < 0, there are no solutions. In fact, the equation and the condition
X(0) = 0 imply that X(x) is a multiple of sinh(

√−λx), and among these
functions, only X = 0 vanishes at x = π because sinh(

√−λπ) �= 0. If
λ = 0, the unique solution of the problem is clearly X = 0; hence there are
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no nonzero solutions. If λ > 0, the equation and the condition X(0) = 0

imply that X(x) is a multiple of sin(
√
λx). Therefore, there exist solutions

of (1.18) if and only if sin(
√
λπ) = 0. In conclusion, (1.18) has nonzero

solutions if and only if

λ = n2, n = ±1,±2, . . .

and, for every n, the solutions of{
X ′′ + n2X = 0,

X(0) = X(π) = 0

are exactly the multiples of

Xn(x) := sin(nx).

Having found the sequence of λ’s that produce nonzero solutions of the
first problem in (1.17), let us look for solutions of{

Y ′′ − n2Y = 0,

Y (a) = 0.

For each n, these are multiples of sinh(n(a− y)).
Returning to problem (1.15), for all n ≥ 1 the functions

Xn(x)Yn(y) = sin(nx) sinh(n(a− y)), x ∈ [0, π], y ∈ [0, a],

solve (1.15) and, because of the superposition principle, for every N ≥ 1
and for any choice of constants c1, c2, . . . , cN ,

uN(x, y) :=
N∑

n=1

cn sin(nx) sinh(n(a− y))

is again a solution of (1.15). Therefore, if {cn} is a sequence of real numbers
for which the series

u(x, y) :=

∞∑
n=1

cn sin(nx) sinh(n(a− y)) (1.19)

converges uniformly together with its first and second derivatives on the
compact sets of ]0, π[×]0, a[, then

D2
( ∞∑

n=1

. . .
)
=

∞∑
n=1

D2
(
. . .
)

and the function u(x, y) in (1.19) solves (1.15). This concludes the first
step in which we have found a family of solutions, the functions in (1.19),
of (1.15).
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The second step consists now in selecting from this family the solution
of (1.14). In order to do this, we need some regularity on the boundary
datum g.

Let g(x) : [0, 1] → R be of class C0,α([0, π]), i.e., let us assume that
there exists a constant C > 0 such that

|g(x+ t)− g(x)| ≤ C tα ∀x, x + t ∈ [0, π], (1.20)

and let g(0) = g(π) = 0. Denote still by g its odd extension to [−π, π]. It
follows from Dini’s criterium for Fourier series, see e.g., [GM3], that g has
an expansion in Fourier series of sines that converges pointwise to g(x) for
every x ∈ [0, π],

g(x) =

∞∑
n=1

bn sin(nx), bn :=
2

π

∫ π

0

g(x) sin(nx) dx.

Trivially,

|bn| ≤ 2

π

∫ π

0

|g(x)| dx ∀n
and, from (1.20), we infer that the convergence of the Fourier series of g
is uniform in [0, π], see e.g., [GM3].

1.6 Theorem. The function

u(x, y) =

∞∑
n=1

bn
sinhn(a− y)

sinhna
sin(nx) (1.21)

is of class C∞(]0, π[×]0, a[), continuous in C0([0, π]×[0, a]), harmonic and
solves (1.14).

Proof. Since {bn} is bounded and

sinhn(a− y)

sinhna
=

en(a−y) − e−n(a−y)

ena − e−na
= e−ny 1− e−2n(a−y)

1− e−2na
≤ e−ny

1− e2a
,

we infer that the series (1.21) is totally (hence uniformly) convergent together with the
series of its derivatives of any order in [0, π]× [y, a] for all y > 0. It follows that u is of
class C∞(]0, π[×]0, a[) and harmonic in (]0, π[×]0, a[).

Writing

sN (x, y) :=
N∑

n=1

bn
sinhn(a− y)

sinhna
sinnx,

we have sN (x, 0) =
∑N

n=1 bn sinnx = SN (g)(x). Since the Fourier series of g converges
uniformly to g, we infer for all ε > 0

|sM (x, 0) − sN (x, 0)| < ε for some N,M ≥ Nε.

Trivially,

sM (x, y)− sN (x, y) = 0 if (x, y) = (0, y) or (0, π) or (x, a)

and sN (x, y)−sM (x, y) is harmonic in ]0, π[×]0, a[ and continuous in [0, π]× [0, a]. From
the maximum principle it follows that

|sM (x, y)− sN (x, y)| < ε in [0, π]× [0, a] for N,M ≥ Nε.

In conclusion, the series (1.21) converges uniformly in [0, π] × [0, a]. It follows that
u(x, y) ∈ C0([0, π]× [0, a]) and u(x, 0) = g(x) ∀x ∈ [0, π]. ��



1.1 Fourier Series and Partial Differential Equations 11

b. Laplace’s equation on a disk

The Dirichlet problem for Laplace’s equation on the unit disk writes, see
e.g., [GM4], as {

urr +
1
rur +

1
r2uθθ = 0 in ]0, 1[×[0, 2π],

u(1, θ) = f(θ), ∀θ ∈ [0, 2π[.
(1.22)

By applying the method of separation of variables, we begin by seeking
nonzero solutions of Laplace’s equations in the disk of the form u(r, θ) =
R(r)Θ(θ), finding for R and Θ

r2R′′

R
+

rR′

R
= −Θ′′

Θ
.

Therefore, there exist nonzero solutions of Laplace’s equation in the disk
of the form u(r, θ) = R(r)Θ(θ) if and only if there is λ ∈ R for which the
two problems{

Θ′′ + λΘ = 0,

Θ 2π-periodic,
and

{
r2R′′ + rR′ = λR, 0 ≤ r ≤ 1,

R(0) ∈ R

have solutions. The first equation, Θ′′+λΘ = 0, has nontrivial 2π-periodic
solutions if and only if λ = n2, n = 0,±1,±2, . . . . Moreover, the solutions
are the constants for λ = 0 and the vector space generated by sinnθ and
cosnθ for n �= 0. Solving the second equation for λ = n2, we find that R(r)
has to be a multiple of rn or of r−n. Since R(0) ∈ R, we find R(r) = rn

when λ = n2. In conclusion, for all n ≥ 1, the functions

rn cosnθ, rn sinnθ

solve Laplace’s equation in B(0, 1) and, because of the superposition prin-
ciple, for all choices of {an} and {bn} the function

uN (r, θ) :=
a0
2

+

N∑
n=1

rn(an cosnθ + bn sinnθ)

is harmonic. Moreover, if {an} and {bn} are equibounded, then the series

u(r, θ) :=
a0
2

+
∞∑
n=1

rn(an cosnθ + bn sinnθ) (1.23)

converges totally, hence uniformly, in B(0, r0) for every r0 < 1 together
with the series of its derivatives of any order. It follows that the function
u in (1.23) is of class C∞(B(0, 1)) and harmonic. It remains to select the
solution of (1.22) from the family (1.23).

Following the same path as for Theorem 1.6, we conclude the following.
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1.7 Theorem. Let f ∈ C0,α(∂B(0, 1)) and {an}, {bn} be the Fourier
coefficients of f so that

f(θ) =
a0
2

+

∞∑
n=1

(an cosnθ + bn sinnθ)

uniformly in [0, 2π]. Then the function

u(r, θ) :=
a0
2

+

∞∑
n=1

rn(an cosnθ + bn sinnθ) (1.24)

is of class C0(B(0, 1)), agrees with f on ∂B(0, 1) and solves (1.22).

1.8 Poisson’s formula. We now give an integral representation of the
solution u in (1.24). Since the series (1.24) converges uniformly, we have

u(r, θ) : =
1

2π

∫ π

−π

f(ϕ) dϕ

+
1

π

∞∑
n=1

rn
∫ π

−π

f(ϕ)[cosnθ cosnϕ+ sinnθ sinnϕ] dϕ

=
1

π

∫ π

−π

f(ϕ)
(1
2
+

∞∑
n=1

rn cosn(θ − ϕ)
)
dϕ,

and, since

(r2 + 1− 2r cos θ)
∞∑

n=1

rn cosnθ = r cos θ − r2,

i.e.,

(r2 + 1− 2r cos θ)
(1
2
+

∞∑
n=1

rn cosnθ
)
=

1

2
(1− r2),

we conclude that u is given by Poisson’s formula

u(r, θ) =
1− r2

2π

∫ π

−π

f(ϕ)

1 + r2 − 2r cos(θ − ϕ)
dϕ ∀(r, θ) ∈ B(0, 1).

(1.25)
In particular, we infer the so-called formula of the mean:

u(0) := u(0, θ) =
1

2π

∫ π

−π

f(ϕ) dϕ.
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1.9 Continuous boundary data. If the boundary data f is only con-
tinuous, we cannot use the method of separation of variables to solve (1.22)
due to the difficulties with the expansion in Fourier series of merely con-
tinuous functions, see [GM3]. It turns out that Poisson’s formula is very
useful. Let f ∈ C0(∂B(0, 1)) and let

u(r, θ) :=
1− r2

2π

∫ π

−π

f(ϕ)

1 + r2 − 2r cos(θ − ϕ)
dϕ ∀(r, θ) ∈ B(0, 1).

(1.26)
If we reverse the computation to get (1.25) from (1.24) in B(0, r), r < 1,
we see that (1.26) defines a harmonic function in B(0, 1). Moreover, the
following proposition holds.

1.10 Proposition. The function u(r, θ) defined by (1.25) for r < 1 and

by u(1, θ) := f(θ) is the unique solution in C2(B(0, 1)) ∩C0(B(0, 1)) of{
Δu = 0 in B(0, 1),

u = f on ∂B(0, 1).

Proof. It suffices to show that u(r, θ) → f(θ0) as (r, θ) → (1, θ0). Since the unique
harmonic function with boundary value 1 is the function 1, we have

1− r2

2π

∫ π

−π

1

1 + r2 − 2r cosϕ
dϕ = 1,

hence

u(r, θ)− f(θ0) =
1− r2

2π

∫ π

−π

f(ϕ) − f(θ0)

1 + r2 − 2r cos(θ − ϕ)
dϕ

=
1− r2

2π

∫ π

−π

f(θ0 + ψ) − f(θ0)

1 + r2 − 2r cos(θ − θ0 − ψ)
dψ.

(1.27)

Let ε > 0. By assumption there is δ > 0 such that |f(θ0 + ψ) − f(θ0)| < ε/2 if |ψ| < δ.

We rewrite the last integral in (1.27) as the sum of the three integrals
∫ δ
−π +

∫ δ
−δ +

∫ π
δ .

We have ∣∣∣∣1− r2

2π

∫ δ

−δ

f(θ0 + ψ)− f(θ0)

1 + r2 − 2r cos(θ − θ0 − ψ)
dψ

∣∣∣∣
≤ ε

2

1− r2

2π

∫ π

−π

1

1 + r2 − 2r cos(θ − θ0 − ψ)
dψ =

ε

2
.

On the other hand, if |θ− θ0| < δ/2 and |ψ| > δ, we have 1 + r2 − 2r cos(θ− θ0 −ψ) >
r2 + 1− 2r cos δ/2. Therefore, we may estimate the other two integrals with

4
1− r2

1 + r2 − 2r cos(δ/2)
sup

z∈∂B(0,1)
|f(z)|,

that tends to zero when r → 1. ��

1.11 Hadamard’s example. The series

u(r, θ) :=
a0
2

+
∞∑
n=1

rn(an cosnθ + bn sinnθ)



14 1. Spaces of Summable Functions and Partial Differential Equations

defines a function u of class C∞(B(0, 1))∩C0(B(0, 1)) harmonic in B(0, 1)
if ∞∑

n=1

(|an|+ |bn|) < +∞.

On the other hand

1

2

∫
B(0,ρ)

|Du|2 dx =
1

2

∫ 2π

0

dθ

∫ ρ

0

(|ur|2 + 1

r2
|uθ|2)r dr

= π

∞∑
n=1

nρ2n(a2n + b2n).

Therefore, we conclude that there exist harmonic functions in C2(B(0, 1))∩
C0(B(0, 1)) with divergent Dirichlet’s integral, if, for instance, we consider

u(r, θ) :=

∞∑
n=1

r(2n)!n−2 sinnθ, 0 ≤ r < 1, 0 ≤ θ ≤ 2π.

c. The heat equation

By applying the method of separation of variables to the equation ut −
kuxx = 0, it is not difficult to find that

u(x, t) =
∞∑

n=1

cne
−n2kt sinnx

is smooth in ]0, π[×]0, T [ and solves{
ut − kuxx = 0, in ]0, π[×]0,+∞[,

u(0, t) = 0, u(π, t) = 0, ∀t > 0

provided the coefficients {cn} do not increase too fast. Let f be Hölder-
continuous with f(0) = f(π) = 0. We may develop it into a series of sines

f(x) =

∞∑
n=1

bn sinnx, bn :=
2

π

∫ π

0

f(t) sinnt dt

that converges uniformly in [0, π] and conclude that the function

u(x, t) =

∞∑
n=1

bne
−n2kt sinnx

is smooth in ]0, π[×]0,+∞[, continuous on [0, π]× [0,+∞[ and solves the
initial boundary-value problem
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⎧⎪⎪⎨⎪⎪⎩
ut − kuxx = 0, in ]0, π[×]0,∞[,

u(0, t) = 0, u(π, t) = 0 ∀t > 0,

u(x, 0) = f(x), x ∈ [0, π].

We leave to the reader the task of justifying the claims along the same
lines of what we have done for the Laplace equation.

d. The wave equation

Similarly to the above, given a ≥ 0 and f ∈ C0,α([0, π]) with f(0) =
f(π) = 0, one can find that (at least formally) the solution of the problem

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
utt + 2aut − c2uxx = 0 in ]0, π[×]0,+∞[,

u(x, 0) = f(x) ∀x ∈]0, π[,
ut(x, 0) = 0 ∀x ∈]0, π[,
u(0, t) = u(π, t) = 0 ∀t > 0

for the wave equation with viscosity is given by

u(x, t) :=

∞∑
n=1

bnTn(t) sinnx,

where

bn :=
2

π

∫ π

0

f(x) sinnxdx,

and

Tn(t) =

⎧⎪⎪⎨⎪⎪⎩
e−at[cosh

√
a2 − n2c2t+ a√

a−n2c2
sinh

√
a2 − n2c2t

)
if n < a

c ,

e−at(1 + at) if n = a
c ,

e−at[cos
√
a2 − n2c2t+ a√

a−n2c2
sin

√
a2 − n2c2t

)
if n > a

c .

We leave to the reader the task of discussing the convergence and of proving
in particular that

(i) u(x, t) converges uniformly in 0 ≤ t ≤ t0 for all t0, since f is Hölder-
continuous,

(ii) u is of class C2 if the second derivatives of f are Hölder-continuous,
(iii) u(x, t) = 1

2 (f(x+ ct) + f(x− ct)) if a = 0.
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1.2 Lebesgue’s Spaces

We say that two measurable functions f and g on E are equivalent, and we
write f ∼ g, if the set {x ∈ E | f(x) �= g(x)} has zero Lebesgue measure,
that is, if they agree almost everywhere, a.e. in short. This is, actually, an
equivalence relation, i.e., it is reflexive, symmetric and transitive. Thus,
functions that agree a.e. may be identified. However, in the presence of
extra structures, for instance, when taking the sum of functions or limits,
we need to check that these structures are compatible with the meaning
of equality. Fortunately, it is easy to show that operations on measurable
functions are compatible with the a.e. equality; for example

(i) if f1 ∼ f2 and g1 ∼ g2, then f1 + g1 ∼ f2 + g2,
(ii) if fk ∼ gk, f ∼ g and fk → f a.e., then gk → g a.e.,

and so on.
From now on we shall understand equality in the sense of a.e. equality

and we shall make use of the equivalence class [f ] of f only if it is necessary.

1.2.1 The space L∞

If f : E → R is measurable on E ⊂ Rn, that from now on we assume to
be measurable, we define the essential supremum of f on E to be

||f ||∞,E : = esssup
E

|f | := inf
{
t ∈ R

∣∣∣ |{x ∈ E | |f(x)| > t}| = 0
}

= inf
{
t ∈ R

∣∣∣ |f(x)| < t for a.e. x ∈ E
}

and, of course, ||f ||∞,E = +∞ if |{x ∈ E | f(x) > t}| > 0 ∀t. When the
set E is clear from the context, we write ||f ||∞ instead of ||f ||∞,E . Notice
that

|f(x)| ≤ ||f ||∞,E for a.e. x ∈ E. (1.28)

In fact, if

Ak :=
{
x ∈ E

∣∣∣ |f(x)| ≥ ||f ||∞,E +
1

k

}
,

A :=
{
x ∈ E

∣∣∣ |f(x)| > ||f ||∞,E

}
,

we have |Ak| = 0 for all k, hence we have |A| = 0 since A = ∪kAk. A
trivial consequence of (1.28) is that for measurable functions f and g we
have ∫

E

|f(x)| |g(x)| dx ≤ ||f ||∞,E

∫
E

|g(x)| dx; (1.29)

in particular, ∫
E

|f(x)| dx ≤ ||f ||∞,E |E|. (1.30)
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1.12 Proposition. Let f and g be measurable on E ⊂ Rn. Then we have

(i) ||f ||∞ = 0 if and only if f = 0 a.e.,
(ii) ||f ||∞ = ||g||∞ if f = g a.e.,
(iii) ||λf ||∞ = |λ| ||f ||∞ ∀λ ∈ R,
(iv) ||f + g||∞ ≤ ||f ||∞ + ||g||∞.

Proof. (i) and (ii) follow from the definition. (iii) is trivial. For (iv) it suffices to observe
that since |f(x)| ≤ ||f ||∞ and |g(x)| ≤ ||g||∞ a.e., then |f + g|(x) ≤ ||f ||∞ + ||g||∞
a.e. ��

1.13 Definition. We denote by L∞(E) the space of (the classes of a.e.
equivalence of) measurable functions on E with ||f ||∞,E < +∞,

L∞(E) =
{
[f ]
∣∣∣ f measurable, ||f ||∞,E < +∞

}
.

Proposition 1.12 yields that L∞(E) is a vector space with ||f ||∞,E as norm.
Actually, we have the following.

1.14 Theorem. L∞(E) is a Banach space.

Proof. Consider a sequence {fk} of measurable functions with ||fh − fk||∞ → 0 as
h, k → ∞. We have |fh(x)−fk(x)| ≤ ||fh−fk||∞ except on a set Zh,k of zero measure.
If Z := ∪h,kZh,k, then, again, |Z| = 0 and |fh(x)−fk(x)| ≤ ||fh−fk||∞ at every point
of E \ Z. Therefore, {fk} is a Cauchy sequence for the uniform convergence on E \ Z;
thus, it converges to a function f : E \ Z → R that is measurable on E. Moreover, for

every ε > 0 there exists k such that |fk(x)− f(x)| ≤ ε ∀x ∈ E \ Z and k ≥ k; therefore
f ∈ L∞(E). ��

1.15 Remark. In general, L∞(E) is not separable. For instance, the fam-
ily {ft} of functions ft(x) := χ[0,t](x) in L∞([0, 1]) is not denumerable and
is not dense in L∞([0, 1]) since ||ft − fs||∞ = 1 when t �= s.

1.16 ¶. The convergence in L∞(E) is the a.e. uniform convergence. Show that ||fk −
f ||∞ → 0 if and only if there exists a set N ⊂ E with |N | = 0 such that {fk} converges
to f uniformly on E \N .

1.17 Theorem (Egorov). Let {fn} and f be measurable on A. Suppose
that |A| < ∞ and that fn → f a.e. on A. Then, for every positive ε > 0
there is a measurable subset Aε of A with |Aε| < ε such that fn → f
uniformly on A \Aε.

Proof. Since fn → f for a.e. x ∈ A, the set

Cj :=
{
x ∈ A

∣∣∣∃{kn} such that |fkn(x) − f(x)| > 2−j ∀n
}

has zero measure for all j. Set

Cij :=
∞⋃
n=i

{
x ∈ A

∣∣∣ |fn(x)− f(x)| > 2−j
}
;

we have ∩iCij = Cj , hence |Cij | → 0 as i → ∞, since |A| < ∞. For every integer j,
choose now i = i(j) in such a way that |Ci(j)j | < ε2−j and set Aε := ∪jCi(j)j . Clearly

|Aε| ≤ ε and fn → f uniformly on A \Aε. ��
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1.2.2 Lp spaces, 1 ≤ p < +∞
a. The Lp norm

For p ∈ R, 1 ≤ p < +∞, and f measurable on E ⊂ Rn, we set

||f ||p,E :=

(∫
E

|f |p dx

)1/p

and shorten it to ||f ||p if E is clear from the context. Notice that

(i) ||f ||p = 0 if and only if f = 0 a.e.,
(ii) ||λf ||p = |λ| ||f ||p ∀λ ∈ R.

Let 1 ≤ p ≤ +∞. The number p′ ∈ [1,+∞] such that 1/p+1/p′ = 1 is
called the conjugate exponent of p, and

p′ :=

⎧⎪⎪⎨⎪⎪⎩
+∞ if p = 1,
p

p−1 if 1 < p < ∞,

1 if p = ∞.

1.18 Proposition (Hölder’s inequality). Let 1 ≤ p ≤ +∞ and let f
and g be measurable functions on E. Then∫

E

|f(x)g(x)| dx ≤ ||f ||p,E ||g||p′,E (1.31)

where p′ is the conjugate exponent of p.

Proof. If p = 1, then |f(x)g(x)| ≤ |f(x)| ||g||∞,E ∀x ∈ E, and the claim ||fg||1,E ≤
||f ||1,E ||g||∞,E follows by integration. If 1 < p < +∞, the claim follows from Young’s

inequality ab ≤ ap/p + bp
′
/p′ ∀a, b > 0, see [GM1]. In fact, if ||f ||p,E or ||g||p,E is

infinite, or f = 0 or g = 0, the claim is trivial; otherwise, it suffices to apply Young’s
inequality with

a =
f(x)

||f ||p,E
, b =

g(x)

||g||p,E
and integrate. ��

From Hölder’s inequality, we infer Minkowski’s inequality.

1.19 Proposition (Minkowski’s inequality). Let 1 ≤ p ≤ +∞ and let
f and g be measurable on E. Then

||f + g||p,E ≤ ||f ||p,E + ||g||p,E .
Proof. The claim is trivial when p = 1. Assume now p > 1.

(i) If ||f + g||p,E = 0 the claim is again trivial.

(ii) If ||f + g||p,E = ∞, by applying the inequality

|a|p ≤ (|a− b|+ |b|)p ≤ 2p−1(|a− b|p|+ |b|p)
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with a = f(x)+g(x) and b = −g(x), we infer that either ||f ||∞,E = ∞ or ||g||∞,E = ∞,
or both, hence the claim holds.

(iii) When 0 < ||f + g||p,E < +∞, from Hölder’s inequality we get

||f + g||pp,E =

∫
E
|f + g|p−1|f + g| dx

≤
∫
E
|f + g|p−1|f | dx+

∫
E
|f + g|p−1|g| dx

≤ ||f + g||p−1
p,E (||f ||p,E + ||g||p,E).

Then the claim follows dividing by ||f + g||p−1
p,E . ��

1.20 Definition. Let E ⊂ Rn be a measurable set. We denote by Lp(E)
the space of (classes of a.e. equivalence of) measurable functions on E with
||f ||p < +∞,

Lp(E) =
{
[f ]
∣∣∣ f measurable, ||f ||p < +∞

}
;

we say that f is p-summable on E if f ∈ Lp(E).

From Proposition 1.19, clearly Lp(E) is a vector space and ||f ||p is a
norm on it. Moreover, we have the following theorem.

1.21 Theorem. Lp(E) endowed with the norm || ||p.E is a Banach space.

Proof. We show that if fk ∈ Lp(E) and
∑∞

k=1 ||fk||p < +∞, then there exists f ∈
Lp(E) such that ||f −∑k

j=1 fj ||p → 0 as k → ∞. As we know, see Proposition 9.15 of

[GM3], this property is equivalent to the completeness of Lp(E).
Thus, let

∑∞
k=1 fk(x) be a series in Lp(E) that totally converges in Lp(E), that is,

∞∑
k=1

||fk||p,E < +∞.

Set g(x) :=
∑∞

k=1 |fk(x)|. The triangle inequality and Beppo Levi’s theorem yield

||g||p,E ≤
∞∑

k=1

||fk||p,E < +∞;

in particular, g ∈ Lp(E) and g(x) < +∞ per a.e. x ∈ E. Therefore, the series∑∞
k=1 fk(x) converges absolutely for a.e. x ∈ E to a measurable function f on E

n∑
k=1

fk(x) − f(x) = −
∞∑

k=n+1

fk(x) → 0 for a.e. x ∈ E.

Since

sup
n

∣∣∣ ∞∑
k=n+1

fk(x)
∣∣∣ ≤ sup

n

∞∑
k=n+1

|fk(x)| ≤ g(x) ∈ Lp(E),

the claim follows from Lebesgue’s dominated convergence in Exercise 1.22 below. ��

1.22 ¶. Prove the following variant of Lebesgue’s dominated convergence theorem, see
[GM4].
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Theorem (Lebesgue’s dominated convergence theorem). Let 1 ≤ p < ∞, let
E ⊂ Rn be measurable, and let {fk} and f be functions in Lp(E). If

(i) fk → f a.e. on E,
(ii) there is g ∈ Lp(E) such that |fk(x)| ≤ g(x) for all k and a.e. x ∈ E,

then fk → f in Lp(E).

1.23 ¶. Notice that the proof of the completeness of Lp is nothing but a theorem of
integration term by term for a series, see [GM4].

1.24 Proposition. Let {fn} be a Cauchy sequence in Lp(E), 1 < p < ∞.
Then {fk} has a subsequence which converges a.e. on E.

Proof. We can extract a subsequence {gk} of {fk}, gk := fnk , such that

||gk+1 − gk||p,E ≤ 2−k ∀k.
Set

F (x) := |g1(x)|+
∞∑

k=1

|gk+1(x)− gk(x)|.

Beppo Levi’s theorem yields

||F ||p,E ≤ ||g1||p,E +
∞∑

k=1

||gk+1 − gk||p,E < +∞,

hence F (x) < +∞ a.e. We conclude that the series g1(x) +
∑∞

k=1(gk+1(x) − gk(x))
converges absolutely for a.e. x ∈ E to a function f(x), and

|f(x) − gk(x)| =
∞∑

h=k+1

|gh+1(x)− gh(x)| → 0 for a.e. x ∈ E.

��

b. Approximation

As a consequence of Lusin’s theorem, see [GM4], we now prove the density
of smooth functions in Lp.

1.25 Theorem. Let 1 ≤ p < +∞. The space C∞
c (Rn) is dense in Lp(Rn).

Proof. Since for every bounded open set Ω ⊂ Rn, C∞
c (Ω) is dense in C0

c (Ω) with
respect to the uniform convergence, see [GM3], (and, a fortiori, with respect to the
Lp-convergence), it suffices to show that if f ∈ Lp(Rn) and ε > 0, then there exists a
function g ∈ C0

c (R
n) such that

∫
Rn |f − g| < 2ε. Fix ε > 0 and choose N large enough

so that for

fN (x) :=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
N if f(x) > N and |x| ≤ N,

f(x) if |f(x)| ≤ N and |x| ≤ N,

−N if f(x) < −N and |x| ≤ N,

0 if |x| > N

we have
∫
Ω
|f − fN |p dx < εp. We can do this since

∫
Ω
|f − fN |p dx → 0 as N → ∞

because of Lebesgue’s dominated convergence.
Lusin’s theorem, see [GM4], yields the existence of a function g ∈ C0

c (Ω) such that
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||g||∞ ≤ ||fN ||∞ ≤ N and
∣∣∣{x ∈ Ω

∣∣∣ g(x) �= fN (x)
}∣∣∣ < ( ε

2N

)p
.

We therefore find

||f − g||p,Rn ≤ ||f − fN ||p,Rn + ||fN − g||p,Rn ≤ ε+ 2N
ε

2N
= 2ε.

��

As in [GM4] we can also prove the following.

1.26 Proposition (Continuity in the mean). Let 1 ≤ p < +∞ and
f ∈ Lp(Rn). Then∫

Rn

|f(x+ h)− f(x)|p dx → 0 as h → 0.

Let k be a (symmetric) smoothing kernel. For f ∈ Lp(Rn) and ε > 0
denote by

fε(x) :=

∫
Rn

f(y)kε(x− y) dy

the ε-regularized of f . We have the following theorem.

1.27 Theorem. Let f ∈ Lp(Rn), 1 ≤ p < +∞. Then fε is well-defined
and of class C∞(Rn). Moreover,∫

Rn

|fε(x)|p dx ≤
∫
Rn

|f(x)|p dx

and ∫
Rn

|fε − f |p dx → 0 as ε → 0.

Proof. For p = 1 see [GM4]. We proceed similarly for p > 1 by using the Hölder
inequality. We have

|fε(x)|p =

∣∣∣∣ ∫
Rn

f(y)kε(x− y) dy

∣∣∣∣p =

∣∣∣∣ ∫
Rn

k
1/p
ε (x− y)f(y)k

1−1/p
ε (x− y) dy

∣∣∣∣p
≤
(∫

Rn
kε(x− y) dy

)p−1 ∫
Rn

|f(y)|pkε(x− y) dy =

∫
Rn

|f(y)|pkε(x− y) dy.

This proves that fε is well-defined and that fε ∈ C∞(Rn) as for p = 1, see [GM4].
Integrating the previous estimate, changing variables, and interchanging the order of
integration with Fubini’s theorem, we find∫

Rn
|fε(x)|p dx ≤

∫
Rn

(∫
Rn

kε(z)|f(x− z)|p dz

)
dx

=

∫
Rn

kε(z) dz

(∫
Rn

|f(x− z)|p dx
)

=

∫
Rn

|f(x)|p dx.

In order to prove the convergence of fε to f , we notice that

|fε(x) − f(x)| ≤
∫
Rn

|f(y)− f(x)|kε(x− y) dy;

taking the power p, using Hölder’s inequality and integrating in x, we get∫
Rn

|fε(x)− f(x)|p dx ≤
∫
Rn

∫
Rn

|f(x− z)− f(x)|pkε(z) dx dz

and the conclusion follows from Proposition 1.26 as in the case p = 1. ��
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c. Separability

1.28 Proposition. Let 1 ≤ p < +∞. The class S0 of measurable simple
functions with supports of finite measure is dense in Lp(Rn).

Proof. We may and do restrict ourselves to considering nonnegative functions f ∈
Lp(Rn). Consider an increasing sequence {ϕk} of measurable simple functions converg-
ing pointwise to f . Of course, ϕk ∈ Lp(Rn) for all k since f ∈ Lp(Rn) and the support
of each ϕk’s has finite measure since ϕk take a finite number of values. Finally, Beppo
Levi’s theorem yields ||f − ϕk||p → 0. ��

1.29 Theorem (Separability of Lp). Let 1 ≤ p < +∞ and let E ⊂ Rn

be a measurable set. Then Lp(E) is separable.

Proof. First consider a measurable set A ⊂ Rn of finite measure. As we know, for every
ε > 0 we can find a finite union P of intervals such that |AΔP | < ε, see Proposition 5.12.
Moreover, we may assume that the coordinates of the vertices of the intervals of P are
rational and still |AΔP | < ε, or, in terms of characteristic functions, ||χA−χP ||p < ε1/p.
Therefore, we conclude that the denumerable class R of characteristic functions of finite
unions of intervals with rational vertices is dense, with respect to the the Lp distance,
in the class S0 of simple functions with support of finite measure.

Since S0 is dense in Lp(Rn), so is R, thus the claim is proved for E = Rn. To
conclude, in the general case it suffices to notice that the family R′ of restrictions of
the functions of R to E is dense to Lp(E). ��

d. Duality

1.30 Theorem. Let f ∈ Lp(E), E ⊂ Rn. Suppose that

◦ either 1 ≤ p < +∞,
◦ or p = +∞ and {x | |f(x)| > t} has finite measure ∀t > 0.

Then

||f ||p,E = sup
{∫

E

fg dx
∣∣∣ g ∈ Lp′

(E), ||g||p′,E ≤ 1
}
.

Proof. If ||f ||p = 0, the claim is trivial. Set

Lp := sup
{∫

E
fg dx

∣∣∣ g ∈ Lp′ (E), ||g||p′,E ≤ 1
}
.

From Hölder’s inequality we infer Lp ≤ ||f ||p,E ∀p. Moreover:
(i) If p = 1, by choosing g(x) := sgn f(x) we get ||g||∞ ≤ 1 and ||f ||1 :=

∫
f(x)g(x) dx.

(ii) If 1 < p < ∞ and ||f ||p,E < +∞, by choosing

g(x) := sgn(f(x))
( |f(x)|
||f ||p

)p−1

we get ||g||p′,E = 1 and ||f ||p =
∫
fg dx.

(iii) If p = ∞ and 0 < t < ||f ||∞, since Et := {|f(x)| > t} has nonzero and finite
measure, then g(x) := |Et|−1 sgn(f(x))χEt (x) ∈ L1(E) is well-defined, ||g||1,E = 1 and

L∞ ≥
∫
E
f(x)g(x) dx =

1

|Et|
∫
Et

|f | dx ≥ t
|Et|
|Et|

= t.

Since t is arbitrary, then L∞ = ||f ||∞. ��
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Of course, we may extend the previous notions to vector-valued mea-
surable functions. For instance, we say that f : E ⊂ Rn → Rk is in
Lp(E,Rk) if its components are in Lp(E). It is readily seen that Lp(E,Rk)
is a Banach space with respect to the norm

||f ||p,E :=

(∫
E

||f(x)||p dx
)1/p

where ||f(x)|| denotes the norm in Rk of the vector f(x).

e. L2 is a separable Hilbert space

Of special interest is the separable Banach space L2(E). In fact, it is a
separable Hilbert space because its norm is induced by the inner product

(f |g)2 :=

∫
E

f(x)g(x) dx, f, g ∈ L2(E).

Consequently, we may use all means specific to separable Hilbert spaces
such as the Dirichlet principle, the projection theorem, the existence of
complete orthonormal basis and the isomorphism with the space of se-
quences

�2(R) :=
{
{an}

∣∣∣ ∞∑
n=0

|an|2 < +∞
}
,

see [GM3] and Section 1.4 of this chapter.
Similarly, the space L2(E,C) of complex-valued functions with square

integrable modulus is a separable Hilbert space over C with hermitian
product given by

(f |g)2 :=

∫
E

f(x)g(x) dx, f, g ∈ L2(E,C).

f. Means

The integral mean of a nonnegative measurable function on a measurable
set E of finite measure is defined by

fE = —

∫
E

f(x) dx :=
1

|E|
∫
E

f(x) dx,

and for p ≥ 1, we set

φp(f) :=

(
1

|E|
∫
E

f(x)p dx

)1/p

. (1.32)

1.31 Proposition. Let f : E ⊂ Rn → R be nonnegative and measurable
on a measurable set E with |E| < +∞. Then φp(f) → ||f ||∞,E as p →
+∞.
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Proof. For M < ||f ||∞,E, the set A := {x | |f(x)| > M} has positive measure, and

φp(f) ≥
( |A|
|E|

∫
A
fp dx

)1/p

≥ M
( |A|
|E|
)1/p

;

hence lim infp→∞ ||f ||p,E ≥ M , consequently lim infp→∞ φp(f) ≥ ||f ||∞,E. On the
other hand, by (1.28)

φp(E) ≤
(

1

|E|
∫
E
||f ||p∞,E dx

)1/p

= ||f ||∞,E

and the claim follows. ��

By Hölder’s inequality(
—

∫
E

|f |q dx
)1/q

≤
(
—

∫
E

|f |p
)1/p

∀p, q, 1 ≤ q ≤ p ≤ ∞, (1.33)

or, equivalently, for a fixed f , the map p → φp(f), p ≥ 1, is nondecreasing.
Notice that (1.33) with q = 1 and p = 2 is the well-known inequality
between the mean value and the root-mean-square value of f :

1

|E|
∫
E

|f | dx ≤
(

1

|E|
∫
E

|f |2 dx
)1/2

.

From Hölder’s inequality, we can also deduce the following interpolation
inequality: For q ≤ r ≤ p ≤ ∞ we have

||f ||r ≤ ||f ||λq ||f ||1−λ
p

where λ is defined by the equality 1
r = λ 1

q + (1− λ) 1
p . The last inequality

is equivalent to saying that the function p �→ logφ1/p(f) is convex.
Inequality (1.33) is a special case of Jensen’s inequality.

1.32 Proposition (Jensen’s inequality). Let φ : R → R ∪ {+∞} be a
lower semicontinuous convex function and let f be an integrable1 function
on a measurable set E of finite measure. Then φ(f(x)) is integrable on E
and

φ

(
1

|E|
∫
E

f(x) dx

)
≤ 1

|E|
∫
E

φ(f(x)) dx. (1.34)

Moreover, if f is summable, φ is strictly convex and both terms in (1.34)
are finite, then equality holds if and only if f is constant.

Proof. First we observe that φ ◦ f is measurable since φ is lower semicontinuous. Next,
see Theorem 2.109 and Exercise 2.140, φ(y) = supϕ∈S ϕ(y) ∀y ∈ R, where S is the class
of linear affine minorants of φ. For every affine map ϕ we clearly have

ϕ

(
1

|E|
∫
E
f(x) dx

)
=

1

|E|
∫
E
ϕ(f(x)) dx,

1 Recall that “integrable” means either summable or nonnegative and measurable.
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hence ∀ϕ ∈ S
ϕ

(
1

|E|
∫
E
f(x) dx

)
≤ 1

|E|
∫
E
φ(f(x)) dx.

It follows that
∫
E φ(f(x)) dx > −∞, hence φ(f(x)) is integrable, and taking the supre-

mum we deduce (1.34).

Suppose now that f is summable, φ is strictly convex and both terms in (1.34) are
finite and equality holds. Let L := 1

|E|
∫
E
f(x) dx ∈ R and let z = m(y − L) + φ(L) be

a line of support for φ at L. The function

ψ(x) := φ(f(x)) − φ(L)−m(f(x) − L)

is nonnegative and its integral is zero. Hence ψ = 0 a.e. in E. Since ψ is strictly convex,
for x ∈ E such that ψ(x) = 0 we have f(x) = L. ��

1.33 ¶ Jensen’s inequality for vector-valued maps. Jensen’s inequality extends
to vector-valued functions. Show that, if φ : Rk → R is a lower semicontinuous convex
function, then 1

|E|
∫
E f(x) dx is in the convex envelope of f(E) and the conclusion of

Proposition 1.32 holds.

1.34 ¶ Some important properties of means. Let f be a nonnegative measurable
function on a measurable set of finite measure. We already have proved that φp(f) →
||f ||∞,E as p → +∞. Extend now φp(f) to a function defined on R by

φp(f) :=

⎧⎪⎪⎨⎪⎪⎩
(

1
|E|
∫
E fp(x) dx

)1/p

if p �= 0,

exp

(
1

|E|
∫
E
log |f | dx

)
if p = 0.

Show that

(i) φp(f) is well-defined for every p ∈ R,
(ii) φp(f) is increasing on {p > 0} and {p < 0},
(iii) φp(f) is continuous on R, hence increasing on R,
(iv) φp(f) → essinfx∈E |f | as p → −∞, where

essinf
x∈E

|f | := sup
{
t
∣∣∣ |{x ∈ E | |f(x)| < t}| = 0

}
,

(v) if φp(f) = φq(f) for some p �= q, then |f | is a.e. constant,
(vi) p → log φ1/p(f) is convex.

1.2.3 Trigonometric series in L2

Consider the complex Hilbert space L2(]−π, π[,C) endowed with the inner
product

(f |g) := 1

2π

∫ π

−π

f(t)g(t) dt

and the trigonometric system {eikt}k∈Z. It is trivial to show that the
trigonometric system is orthonormal in L2:

1

2π

∫ π

π

eikte−iht dt = δh,k.
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1.35 Theorem. The trigonometric system {eikt} is a complete orthonor-
mal system in L2(] − π, π[), that is, the finite linear combinations of the
trigonometric system, i.e., the trigonometric polynomials, are dense in
L2(]− π, π[).

Proof. In [GM3] we proved that for every 2π-periodic function f of class C1(R) the
Fourier series of f

∞∑
k=−∞

cke
ikt, ck :=

1

2π

∫ π

−π
f(t)e−ikt dt,

converges uniformly to f on R. In particular, the class T of (the restrictions to [−π, π]
of) trigonometric polynomials is dense in the class P of (the restrictions to [−π,π] of)
2π-periodic functions of class C1 with respect to the uniform convergence on [−π, π].

In particular, T is dense in P with respect to the L2 convergence, T = P . On the other
hand, it is easy to show that C1

c (]− π, π[) is dense in the class of 2π-periodic functions

of class C1 with respect to the L2 convergence, C1
c = P . Finally, by Theorem 1.25,

C1
c (] − π, π[) is dense in L2(] − π, π[), C1

c = L2. In conclusion T = P = C1
c = L2, i.e.,

the claim. ��

Moreover, by rewriting the abstract Riesz–Fisher theorem, see [GM3],
for the Hilbert space L2(] − π, π[) and the trigonometric system, the fol-
lowing holds.

1.36 Theorem. The following claims are equivalent:

(i) {eikt} is a complete orthonormal system in L2.
(ii) Every f ∈ L2(]− π, π[) writes as

f(t) =

+∞∑
k=−∞

cke
ikt in the L2(]− π, π[) sense

where for k ∈ Z

ck := (f |eikt)L2 =
1

2π

∫ π

−π

f(t)e−ikt dt.

(iii) If {ck}k∈Z is such that
∑+∞

k=−∞ |ck|2 < ∞, then the trigonometric
series

+∞∑
k=−∞

cke
ikt

converges in L2(]− π, π[) to a function f ∈ L2(]− π, π[).

(iv) If f ∈ L2, f(t) =
∑+∞

k=−∞ cke
ikt, then the energy equality

1

2π

∫ π

−π

|f(t)|2 dt = ||f ||22 =

+∞∑
k=−∞

|ck|2

holds.
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(v) Let f(t) =
∑+∞

k=−∞ cke
ikt and g(t) =

∑+∞
k=−∞ dke

ikt be in L2(] −
π, π[). Then

1

2π

∫ π

−π

f(t)g(t) dt =

∞∑
k=−∞

ckdk.

(vi)
∫ π

−π f(t)e
ikt dt = 0 ∀k ∈ Z if and only if f = 0 a.e.

1.37 Remark. It is possible to show that the trigonometric system
{eikt}k∈Z is complete in L2(] − π, π[,C) (or, equivalently, that {1, cos t,
sin t, cos 2t, sin 2t, . . . } is complete in L2(] − π, π[,R)) by using (vi) of
Theorem 1.36. In fact, let f ∈ L2(] − π, π[,C) and suppose that for every
element ϕ(t) of the trigonometric system we have∫ π

−π

f(t)ϕ(t) dt = 0.

Then for every trigonometric polynomial P (t) ∈ Pn,2π we also have∫ π

−π

f(t)P (t) dt = 0.

Since trigonometric polynomials are dense among continuous 2π-periodic
functions with respect to the uniform convergence, see the Weierstrass
theorem in [GM3], and continuous periodic functions are dense in L2, we
conclude that ∫ π

−π

f(t)g(t) dt = 0 ∀g ∈ L2(]− π, π[,C);

in particular, ∫ π

−π

|f(t)|2 dt = 0,

i.e., f = 0 in L2(]− π, π[).

One can also prove, but we refer to the specialized literature for this,
that the Fourier series of f ∈ Lp converges to f in Lp if 1 < p < ∞. Much
more delicate and complex is the pointwise and the a.e. convergence of the
partial sums Snf(t) of the Fourier series of f to f(t) if f ∈ Lp, similarly to
the case of continuous functions, see [GM3]. Although the Lp convergence
implies the a.e. convergence for a subsequence, the following holds.

1.38 Theorem (Kolmogorov). There exist periodic functions in the
space L1(]− π, π[) such that

lim sup
n→∞

|Snf(t)| = +∞ ∀t ∈]− π, π[.

1.39 Theorem (Carleson). If f ∈ Lp(] − π, π[), p ≥ 2, then Snf(t) →
f(t) for a.e. t.
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1.40 Theorem (Kahane–Katznelson). For every E ⊂ [−π, π[ with
|E| = 0, there exists a continuous 2π-periodic function such that

lim sup
n→∞

|Snf(t)| = +∞ ∀t ∈ E.

1.2.4 The Fourier transform

Let f : R → R be a smooth function, and let fT be the restriction of f to
]−T, T ]. We now think of fT as extended periodically in R. We may write
fT as a sum of waves with frequencies that are integer multiples of 2π/T
and amplitudes given by the Fourier coefficients of fT , i.e.,

fT (x) :=

+∞∑
k=−∞

(
1

T

∫ T/2

−T/2

fT (y)e
−i 2π

T ky dy

)
ei

2π
T kx.

If we let T tend to infinity, we find, at least formally,

f(x) :=

∫ +∞

−∞

(∫ +∞

−∞
f(y)e−iξy dy

)
eiξx

2π
dξ.

In other words, nonperiodic functions can be represented as superposition
of a continuous family of waves eiξx of frequencies ξ and corresponding
amplitude

f̂(ξ) :=

∫ +∞

−∞
f(x)e−iξx dx.

When it makes sense, we define the Fourier transform of f : Rn → C
as

f̂ : Rn → R, f̂(ξ) :=

∫
Rn

f(x)e−i ξ •x dx.

It is easily seen that, if f ∈ L1(R), then

(i) |f̂(ξ)| ≤ ||f ||L1 ∀ξ ∈ Rn,

(ii) as a consequence of the Riemann–Lebesgue lemma, see [GM3], f̂ is
uniformly continuous and

f̂(ξ) → 0 per ξ → ±∞,

(iii) if f is the impulse

f(x) =

{
1 if x ∈ [−1, 1],

0 otherwise,

then

f̂(ξ) =
2 sin ξ

ξ
.

Notice that the Fourier transform of the impulse is not summable.
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a. The Fourier transform in S(Rn)

The space S(Rn) of rapidly decreasing functions is defined as the space of
functions f : Rn → R such that

sup
x∈Rn

|xαDβf(x)| < +∞

for all multiindices α and β. Clearly S(Rn) is a vector space, and xαf(x) ∈
S(Rn) and Dαf ∈ S(Rn) for all α; moreover, C∞

c (Rn) ⊂ S(Rn) and for
every f ∈ S(Rn), there exists a constant C > 0 such that

|f(x)| ≤ C (1 + |x|)−(n+1) ∀x ∈ Rn. (1.35)

1.41 Definition. For f ∈ S(Rn) we call Fourier transform f̂ of f the
well-defined function

f̂(ξ) :=

∫
Rn

f(x)e−i x • ξ dx, ξ ∈ Rn.

We leave to the reader the task of proving the following two proposi-
tions.

1.42 Proposition. For all f ∈ S(Rn) and all multiindices α

(i) the Fourier transform of Dαf(x) is (iξ)αf̂(ξ),

(ii) the Fourier transform of xαf(x) is (iD)αf̂(ξ).

In particular, f̂ ∈ S(Rn).

1.43 Proposition. If f and g ∈ S(Rn), then the convolution

f ∗ g(x) :=
∫
Rn

f(x− y)g(y) dy

of f and g is a rapidly decreasing function and f̂ ∗ g(ξ) = f̂(ξ)ĝ(ξ) ∀ξ ∈
Rn.

1.44 ¶. Prove that for a > 0 we have

f̂(ξ) =
1

a + iξ
if f(x) =

⎧⎨⎩0 if x < 0,

e−ax if x > 0,

f̂(ξ) =
2a

a2 + ξ2
if f(x) = e−a|x|,

f̂(ξ) =
−2iξ

a2 + ξ2
if f(x) =

⎧⎨⎩−eax if x < 0,

e−ax if x > 0,

f̂(ξ) = (2π)n/2e−|ξ|2/2 if f(x) = e−|x|2/2.

[Hint. Concerning the last claim: From Djf(x) = −xjf(x) infer that Dj f̂(ξ) = −ξj f̂(ξ),
j = 1, . . . , n, and integrate.]
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We have the following inversion formula.

1.45 Theorem (Fourier’s inversion formula). The Fourier transform
is a linear automorphism of S(Rn). Its inverse, called the inverse Fourier
transform, is given by

f(x) := (2π)−n

∫
Rn

ei x • ξ f̂(ξ) dξ. (1.36)

Proof. We need to compute∫
Rn

ei x • ξ

(∫
Rn

f(y)e−i y • ξ dy

)
dξ.

Since the double integral is not absolutely convergent, we are not allowed to change
the order of integration. For this reason we proceed as follows: We choose ψ ∈ S(Rn)
with ψ(0) = 1 and we compute, using the Lebesgue dominated convergence theorem
and (1.35),

∫
Rn

f̂(ξ)ei x • ξ dξ = lim
ε→0

∫
Rn

ψ(εξ)f̂(ξ)ei x • ξ dξ

= lim
ε→0

∫
Rn

∫
Rn

ψ(εξ)f(y)ei x−y • ξ dξ

= lim
ε→0

∫
Rn

f(y)ψ̂
(y − x

ε

) 1

εn
dy

= lim
ε→0

∫
Rn

f(x+ εz)ψ̂(z) dz = f(x)

∫
Rn

ψ̂(z) dz.

��

1.46 Remark. The inversion formula (1.36) now states (not heuristically)
that every f ∈ S(Rn) is the superposition of a continuum of plane waves

f̂(ξ)ei x • ξ , ξ ∈ Rn, each with velocity of propagation ξ and amplitude

f̂(ξ).
Notice that the wave ei x • ξ is up to a constant the eigenfunction of the

differentiation operator D associated to the purely imaginary eigenvalue
iξ. In fact, if f ∈ C1(Rn,C) is such that Df(x) = iξf(x), then f(x) =
Cei x • ξ .

1.47 Example (Heat equation). Consider once more in Rn × R Cauchy’s problem
for the heat equation ⎧⎨⎩ut(x, t) = kΔu(x, t) on Rn×]0,+∞[,

u(x, 0) = f(x) ∀x ∈ Rn,
(1.37)

where we assume f ∈ S(Rn) and u(·, t) ∈ S(Rn) for all t. By taking the Fourier
transformation of u with respect to x, (1.37) becomes⎧⎨⎩

∂û

∂t
(ξ, t) = −k|ξ|2û(ξ, t) (ξ, t) ∈ Rn×]0,∞[,

û(ξ, 0) = f̂(ξ) ∀ξ ∈ Rn,
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hence
û(ξ, t) = f̂(ξ)e−tk|ξ|2 .

By setting

g(t)(x) = g(x, t) := (4πkt)−n/2 exp
(
− |x|2

4kt

)
,

we see that ĝ(t)(ξ) = e−tk|ξ|2 , hence

û(ξ, t) = f̂(ξ)ĝ(t)(ξ) = ̂f ∗ g(t)(ξ),

therefore

u(x, t) = (f ∗ g(t))(x) = (4πkt)−n/2

∫
Rn

f(x− y)e−
|y|2
4kt dy

= π−n/2

∫
Rn

f(x− 2
√
kty)e−|y|2 dy.

(1.38)

If f ≥ 0 has compact support and x ∈ Rn and t > 0, clearly we can find y ∈ Rn

such that x− 2
√
kty is in the support of f , i.e., f(x− 2

√
kty) > 0: The last integral in

(1.38) tells us that u(x, t) > 0 ∀t > 0, although u(x, 0) may vanish. One says that the
velocity of propagation of the data is infinite.

b. The Fourier transform in L2

It is also easy to check the following equalities, the second of which is
known as Parseval’s formula.

1.48 Proposition. Let φ, ψ be in S(Rn). Then

(i)
∫
Rn φ̂ ψ dx =

∫
Rn φ ψ̂ dx,

(ii)
∫
Rn φψ dx = (2π)−n

∫
Rn φ̂ ψ̂ dx,

(iii) φ̂ ∗ ψ = φ̂ ψ̂,

(iv) φ̂ψ = (2π)−nφ̂ ∗ ψ̂.
Let f ∈ L2(Rn) and let {fk} be a sequence in C0

c (R
n) with fk → f in

L2(Rn). Parseval’s formula yields

||f̂j − f̂k||L2 = (2π)−n||fj − fk||L2 .

Therefore, the sequence {f̂k} is a Cauchy sequence and converges in L2

to some function f̂ that is easily seen to be independent on the sequence

that approximates f . We again call f̂ the Fourier transform of f ∈ L2(Rn).
In other words, Parseval’s formula allows us to extend by continuity the
operator

F : S(Rn) → S(Rn), F(f)(ξ) := f̂(ξ) =

∫
Rn

f(x)e−i x • ξ dx,

to a continuous operator F : L2(Rn) → L2(Rn). If we denote f̂ := F(f),
clearly the claims of Proposition 1.48 still hold; in particular, the following
identity, called formula of Plancherel, holds: For all f ∈ L2(Rn) we have
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∫
Rn

|f(x)|2 dx = (2π)−n

∫
Rn

|f̂(ξ)|2 dξ,

i.e., F is an isometry of L2(Rn) with respect to the norm

1

(2π)n/4
||f ||L2(Rn).

1.49 The principle of indeterminacy. For the sake of simplicity, sup-
pose that f has compact support and belongs to L2(R). The two quantities

E2
x :=

∫
R
|x|2|f(x)|2 dx∫
R
|f(x)|2 dx , E2

ξ :=

∫
R
|ξ|2|f̂(ξ)|2 dξ∫
R
|f̂(ξ)|2 dξ

are the expected values of x and ξ with respect to the densities f/||f ||L2

and f̂/||f̂ ||L2 .

Proposition. We have

Ex Eξ ≥ 1

2
.

Proof. From Plancherel’s formula

2π

∫
R

|f(x)|2 dx =

∫
R

|f̂(ξ)|2 dξ,

and the identities

2π

∫
R

|f ′(x)|2 dx =

∫
R

|ξ|2 |f̂(ξ)|2 dξ

and ∫
R

x f(x)f ′(x) dx = x
f2(x)

2

∣∣∣∣+∞

−∞
−
∫
R

f2(x)

2
dx = −1

2

∫
R

|f(x)|2 dx

we see that(
1

2

∫
R

|f(x)|2 dx
)(

1

2

∫
R

|f̂(ξ)|2 dξ
)

= 2π

(
1

4

∫
R

|f(x)|2 dx
)2

= 2π

(∫
R

xf(x)f ′(x) dx
)2

≤ 2π

(∫
R

|x|2 |f(x)|2 dx
)(∫

R

|f ′(x)|2 dx
)

=

(∫
R

|x|2 |f(x)|2 dx
)(∫

R

|ξ|2 |f̂(ξ)|2 dξ
)
,

i.e.,

Ex Eξ ≥ 1

2
.

��
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1.3 Sobolev Spaces
The theory of Sobolev spaces plays a fundamental role in the study of
partial differential equations. Here we confine ourselves to illustrating a
few definitions and some basic facts that will allow us to substantiate the
Dirichlet principle.

a. Strong derivatives

Let Ω ⊂ Rn and 1 ≤ p < +∞. We say that u ∈ Lp(Ω) has strong deriva-
tives v1, v2, . . . , vn ∈ Lp(Ω) if there exists a sequence {un} of functions in
C1(Ω) ∩ Lp(Ω) such that un → u in Lp(Ω) and Diun → vi in Lp(Ω) for
all i = 1, . . . , n. Proposition 1.50 shows that the strong derivatives of u, if
they exist, are unique and depend only on u and not on the approximating
smooth sequence used to define them. For this reason we denote them by
Du = (D1u,D2u, . . . , Dnu).

1.50 Proposition. Let {un} and {vn} be two sequences of functions in
C1(Ω) ∩ Lp(Ω) converging to u ∈ Lp(Ω). If Dun → g and Dvn → h in
L1
loc(Ω), then g = h a.e.

Proof. Let ϕ ∈ C∞
c (Ω). By Gauss–Green formulas∫

Ω
(Diun −Divn)ϕdx = −

∫
Ω
(un − vn)Diϕdx,

hence ∣∣∣∣ ∫
Ω
(Diun −Divn)ϕdx

∣∣∣∣ ≤ ||un − vn||Lp |||Dϕ|||Lq ,

where 1
q
= 1− 1

p
if p > 1 and q = ∞ if p = 1. Taking the limit we conclude∫

Ω
(g − h)ϕdx = 0 ∀ϕ ∈ C∞

c (Ω).

The claim then follows from the following lemma. ��

The following lemma is often referred to as to the fundamental lemma
of the calculus of variations.

1.51 Lemma. Let u ∈ L1
loc(Ω). If

∫
Ω uϕdx = 0 for all ϕ ∈ C∞

c (Ω), then
u = 0 a.e. in Ω.

Proof. First suppose that u is continuous and that u(x0) > 0 for some x0 ∈ Ω. Then
there is δ > 0 such that u > u(x0)/2 in B(x0, δ). If ϕ ∈ C∞

c (B(x0, δ)) is nonnegative
and has nonzero integral, then

0 =

∫
Ω
uϕ dx >

u(x0)

2

∫
B(x0,δ)

ϕ(x) dx �= 0,

a contradiction. If u is just in L1
loc(Ω), we extend it to be zero outside Ω and choose

a symmetric regularization kernel ρ. The function u ∗ ρε is in C∞(Rn) and for all
ϕ ∈ C∞

c (Ω) and ε << 1, ϕ ∗ ρε is still in C∞
c (Rn) and∫

Rn
(u ∗ ρε)ϕdx =

∫
Rn

u (ϕ ∗ ρε) dx = 0.

Thus u ∗ ρε = 0 in Ω; consequently, u = 0 a.e. since u ∗ ρε → u in L1
loc. ��
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It is convenient to state a variant of Lemma 1.51 which will be very
useful in the sequel.

1.52 Lemma (du Bois–Reymond). Let u ∈ L1
loc(Ω) where Ω ⊂ Rn is

a connected open set. If∫
Ω

uDiϕdx = 0 ∀i = 1, . . . , n, ∀ϕ ∈ C∞
c (Ω),

then u is constant a.e. in Ω.

Proof. Let u ∈ C1(Ω). We have, integrating by parts,∫
Ω
Diuϕ dx = −

∫
Ω
uDiϕdx = 0 ∀ϕ ∈ C∞

c (Ω).

Lemma 1.51 then yields Du = 0, i.e., u constant in Ω.
Let u ∈ L1

loc(Ω). Again, we extend u to be zero outside Ω and choose a symmetric
regularizing kernel ρ. The function uε := u ∗ ρε is then in C∞(Rn), and, for all ϕ ∈
C∞

c (Rn) and ε << 1, ϕε := ϕ ∗ ρε is in C∞
c (Rn), too, and (Diϕ) ∗ ρε = Diϕε. Now we

compute∫
Ω
Diuε ϕdx = −

∫
Ω
uεDiϕdx = −

∫
Ω
u (Diϕ) ∗ ρε dx = −

∫
Ω
uDiϕε dx = 0.

Consequently, uε is constant in Ω, since it is of class C1. It follows that u is constant
a.e. in Ω since uε → u in L1

loc. ��

Clearly, every function u ∈ C1(Ω)∩Lp(Ω) with Du ∈ Lp(Ω) has strong
derivatives in Lp that coincide with the classical derivatives. By approxi-
mation it is easily seen that the following holds:

(i) If u, v ∈ Lp(Ω) have strong derivatives in Lp(Ω), then also u+ v and
λu for all λ ∈ R have strong derivatives in Lp(Ω).

(ii) If u has strong derivatives in Lp(Ω) and v has strong derivatives in
Lq(Ω) where p, q > 1 and 1/p+1/q = 1, then uv has strong derivatives
in L1(Ω) and D(uv) = vDu+ uDv.

(iii) If f ∈ C1(R) is bounded and u has strong derivatives in Lp, then
v := f(u) has strong derivatives in Lp and D(f(u)) = f ′(u)Du.

(iv) If u ∈ Lp(Ω) has strong derivatives in Lp and ϕ ∈ C1
c (Ω), then∫

Ω

Diuϕdx = −
∫
Ω

uDiϕdx. (1.39)

1.53 Definition. The Sobolev space H1,p(Ω), 1 ≤ p < +∞, is the sub-
space of Lp(Ω) given by

H1,p(Ω) :=
{
u ∈ Lp(Ω)

∣∣∣ u has strong derivatives in Lp(Ω)
}

and the map u → ||u||1,p defined by

||u||p1,p :=

∫
Ω

(|u|p + |Du|p) dx (1.40)
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is a norm on H1,p(Ω). The closure of C∞
c (Ω) (with respect to the || ||1,p

norm) is denoted by H1,p
0 (Ω). For p = 2, H1,2 and H1,2

0 are pre-Hilbert
spaces with respect to the inner product

(u|v)1,2 :=

∫
Ω

(uv + (Du|Dv)) dx. (1.41)

H1,2(Ω) and H1,2
0 (Ω) are often abbreviated as H1(Ω) and H1

0 (Ω).

1.54 Theorem. H1,p(Ω) and H1,p
0 (Ω) endowed with the norm defined by

(1.40) are Banach spaces. In particular, for p = 2, H1,2(Ω) and H1,2
0 (Ω)

are Hilbert spaces with respect to the inner product in (1.41).

Proof. Let {un} ⊂ H1,p(Ω) be a Cauchy sequence with respect to the || ||1,p norm.
Then {un} and {Dun} are Cauchy’s sequences in Lp, hence there exist u and g ∈ Lp

such that un → u and Dun → g. By a diagonal process, we find a sequence {vn} of
functions of class C1(Ω) ∩ Lp(Ω) such that vn → u and Dvn → g in Lp(Ω). Hence

u ∈ H1,p(Ω) and Du = g. Finally, H1,p
0 (Ω) is also a Banach space since it is a closed

linear subspace of H1,p(Ω). ��

b. Weak derivatives

Let Ω ⊂ Rn and u ∈ L1
loc(Ω). We say that u has weak derivatives

v1, v2, . . . , vn ∈ L1
loc(Ω) if for all i = 1, . . . , n we have∫

Ω

uDiϕdx = −
∫
Ω

viϕdx ∀ϕ ∈ C∞
c (Ω). (1.42)

If u ∈ C1(Ω), then uϕ ∈ C1
c (Ω), and the Gauss–Green formulas allow

us to conclude that the weak derivatives of u exist and are the classi-
cal derivatives of u. Formula (1.39) shows that the weak derivatives of a
function u ∈ H1,p(Ω) exist and coincide with the corresponding strong
derivatives. Finally, it follows from Lemma 1.51 that the weak derivatives,
if they exist, are uniquely defined by u via (1.42). For these reasons, also
the weak derivatives of u, if they exist, are denoted by D1u,D2u, . . . , Dnu.

1.55 Definition. We say that a function u ∈ Lp(Ω) is in the class
W 1,p(Ω) if u has weak derivatives in Lp(Ω). The closure of C1

c (Ω) in

W 1,p(Ω) is denoted by W 1,p
0 (Ω).

Let ρ be a symmetric smoothing kernel, ϕ ∈ C1
c (Ω), where Ω is an open

set in Rn, and, as usual, for ε > 0 set ϕε(x) := ε−nϕ(x/ε). Let us recall,
see Proposition 2.47 of [GM4], that for Ωε := {x ∈ Ω | dist(x, ∂Ω) > ε} we
have

(Diϕ) ∗ ρε(x) = Di(ϕ ∗ ρε)(x) ∀x ∈ Ωε,

and for f ∈ L1(Ω)∫
Ω

f(x) (ϕ ∗ ρε)(x) dx =

∫
Ω

(f ∗ ρε)(x)ϕ(x) dx



36 1. Spaces of Summable Functions and Partial Differential Equations

if ϕ has support in Ω2ε.
Now suppose u ∈ W 1,p(Ω). Then for all ϕ ∈ C1

c (Ω) and all ε sufficiently
small we have∫

Ω

((Diu) ∗ ρε)ϕdx =

∫
Ω

Diu(ϕ ∗ ρε) dx = −
∫
Ω

u(Di(ϕ ∗ ρε)) dx

= −
∫
Ω

u((Diϕ) ∗ ρε) dx = −
∫
Ω

(u ∗ ρε)Diϕdx

=

∫
Ω

(Di(u ∗ ρε))ϕdx,

hence

D(u ∗ ρε)(x) = (Du) ∗ ρε(x) if x ∈ Ω2ε.

From the convergence properties in Lp of the mollified sequence, we there-

fore infer that for any open set Ω̃ ⊂⊂ Ω, the mollified sequence {uε}
converges to u in W 1,p(Ω̃).

1.56 ¶. Prove that H1
0 (Ω) = W 1

0 (Ω).

1.57 Theorem (Meyers–Serrin). H1,p(Ω) = W 1,p(Ω). This means that
for every u ∈ W 1,p(Ω) there exists a sequence {un} in W 1,p(Ω) ∩ C1(Ω)
such that un → u in W 1,p(Ω).

The reader can find the proof of this result in any of the many books on
Sobolev spaces. Here we prove a stronger result for a restricted class of
domains.

1.58 Theorem. Let Ω ⊂ Rn be a bounded open set that is star-shaped
with respect to one of its points. Then C∞(Ω) is dense in W 1,p(Ω).

Proof. Suppose that Ω is star-shaped with respect to the origin and, for 0 < τ < 1, set

uτ (x) := u(τx) and τ−1(Ω) =
{
y = τ−1x

∣∣∣ x ∈ Ω
}
.

According to the definition of the weak derivative, uτ ∈ W 1,p(τ−1Ω) and Duτ (x) =
τDu(τx). Moreover,

||D(u− uτ )||Lp(Ω) ≤ (1− τ)||Du||Lp + ||Du− (Du)τ ||Lp .

Hence uτ → u in W 1,p(Ω) as τ → 1 because of the continuity in the mean, see Propo-
sition 1.26. Mollifying uτ with a mollifying parameter ε = ε(τ) sufficiently small, the
claim follows at once. ��
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c. Absolutely continuous functions

Let I ⊂ R be an interval of R, I =]a, b[.

1.59 Theorem. Let u ∈ H1,p(]a, b[), p ≥ 1. There is a continuous repre-
sentative ũ : [a, b] → R of u, that is,

ũ(x) − ũ(y) =

∫ y

x

u′(s) ds ∀x, y ∈ [a, b]

where u′ denotes the weak derivative of u and u = ũ a.e. in [a, b]. Moreover,
if p > 1, then ũ is Hölder-continuous with exponent α := 1− 1/p.

Proof. Consider a sequence {uk} ∈ C1([a, b]) that converges to u in H1,p(]a, b[), see
Theorem 1.58. The fundamental theorem of calculus yields

uk(y)− uk(x) =

∫ y

x
u′
k(s) ds ∀x, y ∈ [a, b]. (1.43)

It follows that the sequence {uk} is equibounded and equicontinuous in C0([a, b]). On
account of the Ascoli–Arzelà theorem, see [GM3], a subsequence {ukn} of {uk} con-
verges uniformly in [a, b] to a continuous function ũ : [a, b] → R. The first part of the
claim follows by letting n → ∞ in (1.43) with k = kn.

If, moreover, p > 1, because of Hölder’s inequality we have

|ũ(x) − ũ(y)| =
∣∣∣∣ ∫ y

x
u′(s) ds

∣∣∣∣ ≤ (∫ b

a
|u′(s)|p ds

)1/p

|x− y|1−1/p

for all x, y ∈ [a, b]. ��

More precisely, a celebrated theorem due to Giuseppe Vitali (1875–
1932), see Theorem 6.52 and Proposition 6.55, states the following.

1.60 Theorem. Let u ∈ L1(]a, b[). Then u ∈ H1,1(]a, b[) if and only if u
has an absolutely continuous representative defined on [a, b]. Moreover, if
u′ ∈ L1 is the weak derivative of u, then

u′(s) = lim
h→0

ũ(s+ h)− ũ(s)

h
for a.e. s ∈]a, b[.

d. H1-periodic functions

As a consequence of the Riesz–Fischer theorem and the completeness of
the trigonometric system in L2 we may state the following proposition.

1.61 Proposition. A function u belongs to H1,2(] − π, π[) if and only if
there exist two sequences of real numbers {ak} and {bk} with

∑∞
k=1(1 +

k2)(a2k + b2k) < +∞ such that

u(x) =
a0
2

+

∞∑
k=1

(ak cos kx+ bk sin kx) in L2(]− π, π[). (1.44)

In this case, we have
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u′(x) =
∞∑
k=1

(kbk cos kx− kak sin kx) in L2(]− π, π[),

ak :=
1

π

∫ π

−π

u(t) cos kt dt, bk :=
1

π

∫ π

−π

u(t) sin kt dt

and,

||u||22 = π
(a20
2

+

∞∑
k=1

(a2k + b2k)
)

and ||u′||22 = π

∞∑
k=1

k2(a2k + b2k).

1.62 The isoperimetric inequality in the plane. We have seen in
[GM1] that Steiner’s argument allows us to prove that the circle is the
unique curve of prescribed length enclosing maximal area. We present here
an analytic proof due to Adolf Hurwitz (1859–1919).

Let C be a continuous closed curve that is piecewise of class C1, of
finite length L and parametrized by γ(t) := (x(t), y(t)), where t = 2πs/L ∈
[0, 2π], and s be its arclength. Because of the choice of parametrization,
we have √

x′(t)2 + y′2(t) =
L

2π
∀t for which γ′(t) is defined.

Since x(t), y(t) ∈ H1,2(I), if ak, bk and Ak, Bk denote respectively the
Fourier coefficients of x(t) and y(t), we infer from Proposition 1.61 that

L2

2π
=

∫ 2π

0

(x′2(t) + y′2(t)) dt = π

∞∑
k=1

k2(a2k + b2k +A2
k +B2

k).

On the other hand, we may compute the area enclosed by C by means of
Stokes’s formula in the plane, see [GM4], and, from Proposition 1.61, we
find

A := {enclosed area} = −
∫
C

y dx = −
∫ 2π

0

y(t)x′(t) dt

= −π

∞∑
k=1

k(Akbk − akBk).

In conclusion,

L2 − 4πA = 2π2
∞∑
k=1

(
(kak −Bk)

2 + (kbk +Ak)
2 + (k2 − 1)(A2

k +B2
k)
)
;

in particular, we get the isoperimetric inequality

L2 ≥ 4πA,

where equality L2 = 4πA holds if and only if
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x(t1) x(t2)

y(t2)

y(t1)

Figure 1.2. Arc-length parametrization is Lipschitz-continuous.

⎧⎪⎪⎨⎪⎪⎩
kak −Bk = 0,

kbk +Ak = 0,

ak = bk = Ak = Bk = 0 ∀k ≥ 2.

In other words, the equality L2 = 4πA holds if and only if

x(t) =
a0
2

+ a1 cos t+ b1 sin t, y(t) =
A0

2
− b1 cos t+ a1 sin t,

that is, (
x(t) − a0

2

)2
+
(
y(t)− A0

2

)2
=

L2

4π2
,

i.e., if and only if C is the circle of center (a0/2, A0/2) and radius L
2π .

1.63 Remark. The previous proof shows that the circle encloses maximal
area among all closed curves of the same length that are piecewise of class
C1. Actually, the proof generalizes to show that indeed the circle encloses
maximal area among all continuous curves of finite length.

Let C be a continuous and closed curve of finite length L. As we know,
see [GM3], we may reparametrize C by means of the arc-length parame-
ter s and the resulting parametrization γ(s) = (x(s), y(s)), s ∈ [0, L], is
Lipschitz-continuous, since

|x(s2)− x(s1)| ≤ P1P2 ≤ |s2 − s1|,
|y(s2)− y(s1)| ≤ P1P2 ≤ |s2 − s1|,

see Figure 1.2.; consequently its components are absolutely continuous. By
Vitali’s theorem x(s) and y(s) are in H1,1([0, L]), and the weak derivatives
x′(s) and y′(s) are the classical derivatives of x and y in a.e. point. In par-
ticular, |x′(s)|, |y′(s)| ≤ 1 for a.e. s and x(s) and y(s) belong toH1,2([0, L]).

Moreover, by Tonelli’s theorem, Theorem 6.56, we have x′2 + y′2 = 1
for a.e. s. In terms of the original parametrization (x(t), y(t)) of C with
t = 2πs/L ∈ [0, 2π] of C, we have x(t) and y(t) ∈ H1,2([0, 2π]) and
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x′(t)2 + y′(t)2 =
L2

4π
for a.e. t ∈ [0, 2π].

From this point on, we can repeat word by word the argument in 1.62 for
piecewise-C1 curves to conclude.

e. Poincaré’s inequality

1.64 Theorem (Poincaré’s inequality). Let Ω be a bounded open set

of Rn, n ≥ 1. For all u ∈ H1,p
0 (Ω) we have∫

Ω

|u|p dx ≤ (diamΩ)p
∫
Ω

|Du|p dx. (1.45)

In particular,

|u|1,p :=

(∫
Ω

|Du|p dx
)1/p

is an equivalent norm to ||u||1,p in H1,p
0 (Ω),

1

1 + (diamΩ)p
||u||p1,p ≤ |u|p1,p ≤ ||u||p1,p.

Proof. Since C∞
c (Ω) is dense in H1,p

0 , it suffices to prove the inequality for u ∈ C∞
c (Ω).

Let a > 0 be such that

Ω ⊂
{
x = (x1, x2, . . . , xn)

∣∣∣ − a < x1 < a
}
.

We have

ϕ(x) =

∫ x1

−∞

∂ϕ

∂x1
(ξ, x2, . . . , xn) dξ

and, using Hölder’s inequality,

|ϕ(x)|p ≤ (2a)p−1

∫ a

−a

∣∣∣ ∂ϕ
∂x1

(ξ, x2, . . . , xn)
∣∣∣p dξ ∀x ∈ Rn.

Integrating first with respect to x1 and then with respect to the other variables, we get
(1.45). ��

1.65 ¶. Poincaré’s inequality is false if Ω is unbounded in one direction, see Figure 1.3.

A second Poincaré-type inequality, again called Poincaré’s inequality
or Poincaré–Wirtinger’s inequality, is the following.

1.66 Proposition (Poincaré–Wirtinger’s inequality). Let Ω ⊂ Rn

be a cube (or a ball) in Rn and p ≥ 1. There is a constant c = c(n, p)
such that ∫

Ω

|u− uΩ|p dx ≤ c(n, p) (diamΩ)p
∫
Ω

|Du|p dx (1.46)

for all u ∈ H1,p(Ω), where

uΩ :=
1

|Ω|
∫
Ω

u(x) dx =: —

∫
u dx

denotes the mean value of u in Ω.
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1 k k + 1

Figure 1.3. Poincaré’s inequality does not hold in domains that are unbounded in a
direction.

Proof. Let Ω :=
{
x = (x1, x2, . . . , xn) | |xi| ≤ a ∀i

}
and u ∈ C1(Ω). For x, y ∈ Ω we

have

u(x)− u(y) =

∫ x1

y1

∂u

∂x1
(ξ, y2, . . . , yn) +

∫ x2

y2

∂u

∂x2
(x1, ξ, y3, . . . , yn) dξ + . . .

+

∫ xn

yn

∂u

∂xn
(x1, x2, . . . , xn−1, ξ) dξ.

By taking the power p, using Hölder’s inequality and integrating in (x, y) ∈ Ω × Ω ⊂
Rn × Rn, we get ∫

Ω
dx

∫
Ω
|u(x)− u(y)|p dy ≤ c(n, p)|Ω|ap

∫
Ω
|Du|p dx

from which the result follows, since∫
Ω
|u− uΩ|p dx =

1

|Ω|p
∫
Ω

dx

∣∣∣∣ ∫
Ω
(u(x)− u(y)) dy

∣∣∣∣p ≤ 1

|Ω|
∫
Ω

dx

∫
Ω
|u(x)− u(y)|p dy.

��

f. Rellich’s compactness theorem

The following theorem is a key result in the theory of Sobolev spaces.

1.67 Theorem (Rellich). Let Ω be a bounded open set in Rn and p ≥ 1.

The embedding j : H1,p
0 (Ω) → Lp(Ω), j(u) := u, is compact. Consequently,

for every Ω̃ ⊂⊂ Ω the embedding j : H1,p(Ω) → Lp(Ω̃), j(u) = u|˜Ω is
compact, too.

Proof. It suffices to prove that the embedding j : H1,p(Q) → Lp(Q), j(u) = u, is

compact if Q is a cube, since every function in H1,p
0 (Ω) extends with zero value to

a function in H1,p
0 (Q) preserving the norm, Q being a cube containing Ω. Finally, a

covering argument in conjunction with a diagonal process then easily leads to the proof
of the second part of the theorem.

Let us prove that the embedding j : H1,p(Q) → Lp(Q), j(u) = u, is a compact
operator. Let � be the side of Q. Consider a subdivision in cubes Q1, Q2, . . . , Qs of Q
with disjoint interiors and sides σ. Trivially,

|uQj
| =

∣∣∣∣ 1

|Qj |
∫
Qj

u(x) dx

∣∣∣∣ ≤ c

σn
.

Consider now the map jσ : H1,p(Q) → Lp(Q) defined by
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jσ(u)(x) :=
s∑

j=1

uQj
χQj

(x)

where χQj
denotes the characteristic function of Qj . Clearly, jσ is linear and compact,

since its range is finite. Moreover, by Poincaré’s inequality

||u− Aσu||pLp =

∫
Q
|u− Aσ(u)|p dx =

s∑
j=1

∫
Qj

|u(x)− uQj
|p dx

≤ σp
s∑

j=1

∫
Qj

|Du|p dx = σp

∫
Q
|Du|pdx ≤ σp||u||p1,p,Q,

hence
||jσ − j||B(H1,p,Lp) := sup

||u||1,p,Q≤1
|jσ(u) − j(u)| ≤ σp.

Therefore, the compact operators jσ converge to j as bounded linear operators from
H1,p(Q) into Lp(Q) as σ → 0. Theorem 9.140 of [GM3] then yields that j is compact.

��
Another proof of Theorem 1.67. An alternative and more direct proof is the following.
It suffices to prove that every sequence {uk} ⊂ H1,p(Q) with supk ||uk||1,p,Q < ∞ as a
sequence {ukn} which is convergent in Lp. Equivalently, it suffices to prove that the set

S := j({un}) ⊂ Lp(Q) is relatively compact in Lp. Since S is a closed set of a Banach

space, then S is complete. Let us prove that j(S), and consequently j(S), are totally

bounded. This implies that j(S) is compact, because of Theorem 6.15 of [GM3].
Let � be the side of Q. Fix ε > 0 and consider a subdivision in cubes Q1, Q2, . . . , Qs

of Q with disjoint interiors and sides σ with σ < ε. Trivially,

|uk,Qj
| =

∣∣∣∣ 1

|Qj |
∫
Qj

uk(x) dx

∣∣∣∣ ≤ c

σn
.

Next, consider the finite family G ⊂ Lp(Q) of simple functions of the type

g(x) = n1ε χQ1
(x) + · · ·+ nsε χQs(x),

where n1, . . . , ns are integers in ] − N,N [, N > c/(εσn) and χQj
denotes the charac-

teristic function of Qj . It suffices to show that each uk has distance in Lp(Q) less than
ε from a suitable function g ∈ G. Define

u∗
k(x) :=

s∑
j=1

uk,Qj
χQj

(x).

By Poincaré’s inequality we have∫
Q
|uk − u∗

k|p dx ≤
s∑

j=1

∫
Qj

|uk − uk,Qj
|p dx ≤ c(n)σp

s∑
j=1

∫
Qj

|Duk|p dx

≤ c(n)σp

∫
Q
|Duk|p ≤ C σp.

On the other hand, according to the definition of G, there exists g ∈ G such that

|g(x)− u∗
k(x)| < ε ∀x ∈ Q,

hence

||uk − g||Lp(Q) ≤ ||uk − u∗
k||Lp(Q) + ||u∗

k − g||Lp(Q) ≤ C σp + �nεp ≤ C1 ε
p.

��



1.4 Existence Theorems for PDE’s 43

1.68 Remark. We notice the following:

(i) The embedding H1,p(Ω) → Lp(Ω) is not compact if Ω is unbounded:
Think of Ω = R and of a wave that moves toward infinity.

(ii) In general, the embedding H1,p(Ω) → Lp(Ω) is not compact even if
Ω is bounded (we shall not dwell on this); instead, it is compact if
Ω is a bounded set with the the following extension property: Every
function u ∈ H1,p(Ω) extends to a function ũ ∈ H1,p

0 (Λ), Λ ⊃⊃ Ω
with

||ũ||1,p,Λ ≤ c ||u||1,p,Ω.
For instance, a star-shaped domain enjoys such a property, compare
with Theorem 1.58.

g. Traces

Let Ω be a bounded open set satisfying the extension property, in such a
way that for every u ∈ H1,p(Ω) we can find a sequence of smooth functions
{un}, defined in an open set that strictly contains Ω and converging to u
in H1,p(Ω). In this case one can show that there exists a linear operator
T : H1,p(Ω) → Lp(∂Ω) that is continuous,

||Tu||Lp(∂Ω) ≤ ||u||1,p
and that agrees with the trace operator Tu = u|∂Ω on functions C0(Ω) ∩
H1,p(Ω). The operator T , called the trace operator, extends the usual re-
striction operator to ∂Ω. Moreover, by approximating u ∈ H1,p(Ω) with a
sequence of functions of class C1(Λ), Λ ⊃⊃ Ω, it is not difficult to show
that the Gauss–Green formulas for the approximating functions∫

Ω

Diuk dx =

∫
∂Ω

uk(x) ν
i
Ω(x) dHn−1(x), i = 1, . . . , n

pass to the limit as k → ∞ to get∫
Ω

Diu dx =

∫
∂Ω

Tu(x) νiΩ(x) dHn−1(x), i = 1, . . . , n.

1.4 Existence Theorems for PDE’s

1.4.1 Dirichlet’s principle

We shall now read again some general results concerning the geometry of
abstract Hilbert spaces, see [GM3], in the case of the Hilbert space H1

0 (Ω).
This allows us to state existence results for the Dirichlet boundary value
problem for Poisson’s equation.
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Figure 1.4. Frontispieces of two volumes on Sobolev spaces and PDE’s.

a. The weak form of the equilibrium equation

Let Ω be a bounded open set of Rn, let E be a vector field in Ω of class
C1(Ω) and let f ∈ C0(Ω). On account of the Gauss–Green formulas, we
have seen in Section 1.1 that the equations∫

A

f(x) dx =

∫
∂A

E •νA dHn−1 ∀A ⊂⊂ Ω admissible (1.47)

and
f(x) = divE(x) in Ω (1.48)

are equivalent. Since (1.47) is meaningful even when E is just continuous,
we may regard (1.47) as a weak version of the equation divE = f in Ω.

There is a different way of writing (1.48). Suppose E ∈ C1(Ω),
f ∈ C0(Ω), and divE = f in Ω. Multiplying (1.48) by ϕ ∈ C∞

c (Ω) and
integrating in Ω we find

0 =

∫
Ω

(divE − f)ϕdx

=

∫
Ω

div (Eϕ) dx −
∫
Ω

E •Dϕ dx−
∫
Ω

fϕ dx

(1.49)

and, since Eϕ vanishes near ∂Ω,∫
Ω

E •Dϕ dx+

∫
Ω

f ϕ dx = 0 ∀ϕ ∈ C∞
c (Ω). (1.50)

Of course, we may proceed conversely: If E ∈ C1(Ω) and f ∈ C0(Ω) satisfy
(1.50), from the Gauss–Green formulas we get
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∫
Ω

div (Eϕ) dx = 0,

hence ∫
Ω

(divE − f)ϕdx = 0 ∀ϕ ∈ C∞
c (Ω)

and, consequently, divE = f in Ω.
In conclusion, (1.48) and (1.50) are equivalent when E ∈ C1(Ω) and

f ∈ C0(Ω); on the other hand, (1.50) is meaningful even when E, f ∈
L1(Ω). This motivates the following definition.

1.69 Definition. Let E ∈ L1(Ω,Rn) and f ∈ L1(Ω). We say that E and
f satisfy the equation divE = f in the weak sense or in the sense of
distributions if ∫

Ω

(E •Dϕ + fϕ) dx = 0 ∀ϕ ∈ C∞
c (Ω).

Summarizing, we have the following.

1.70 Theorem. The equilibrium equation (1.48) and its integral forms
(1.47) and (1.50) are equivalent if E ∈ C1(Ω) and f ∈ C0(Ω). Moreover,
(1.50) makes sense if E and f are in L1(Ω), and (1.47) makes sense if E
and f are of class C0. Finally, the two weak forms (1.47) and (1.50) are
equivalent if E and f are of class C0.

Proof. We now have to prove the last claim. Suppose (1.50) holds with E and f of class
C0, and let A ⊂⊂ Ω be admissible. Let ε0 := 1

2
dist(A, ∂Ω) and choose a symmetric

regularization kernel ρ(x) = r(|x|). If ϕ ∈ C∞
c (A), then ϕ ∗ ρε belongs to C∞

c (Ω) for
every ε < ε0, hence∫

Ω
(E ∗ ρε) •Dϕ dx =

∫
Ω

E • ((Dϕ) ∗ ρε) dx =

∫
Ω

E •D(ϕ ∗ ρε) dx

= −
∫
Ω
fϕ ∗ ρε dx = −

∫
Ω
(f ∗ ρε)ϕ dx

by the assumption and since the kernel is symmetric. Since Eε := E ∗ ρε and fε :=
f ∗ ρε ∈ C∞(Ω) and since ϕ ∈ C∞

c (A) is arbitrary, we have

divEε(x) = fε(x) ∀x ∈ A, ∀ε < ε0.

Hence, integrating in A and using Gauss–Green formulas in A, we get∫
∂A

Eε •νA dHn−1 +

∫
A
fε(x) dx = 0.

Since Eε → E and fε → f uniformly on the compact subsets of Ω, passing to the limit
as ε → 0 we conclude ∫

∂A
E •νA dHn−1 +

∫
A
f(x) dx = 0,

and since A is arbitrary, E and f satisfy (1.47).
Conversely, suppose (1.47) holds and let ϕ ∈ C∞

c (Ω). For t ∈ R, set At := {x ∈
Ω |ϕ(x) ≤ t} so that
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∂At := {x ∈ Ω |ϕ(x) = t},
and set R := {x ∈ Ω | |Dϕ(x)| > 0}. R is open and R ∩ ∂At is a smooth submanifold
with exterior unit vector given by

νAt(x) =
Dϕ(x)

|Dϕ(x)| , ∀x ∈ ∂At ∩ R,

according to the implicit function theorem. Moreover, ∂At ∩ Rc is closed, and by the
coarea formula, see Theorem 6.82, we have

0 =

∫
Rc

|Dϕ| dx =

∫ +∞

−∞
Hn−1(∂At ∩ Rc) dt,

hence ∂At ∩ Rc has zero Hn−1 measure for a.e. t ∈ R.
Therefore At is an admissible domain for H1-a.e. t, and, for these t’s, we may apply

(1.47) to At and ∂At for t < 0: For a.e. t < 0 we have At ⊂⊂ Ω, thus∫
∂At∩R

E •
Dϕ

|Dϕ| dHn−1 =

∫
∂At∩R

E • νAt dHn−1

=

∫
∂At

E •νAt dHn−1 =

∫
At

f(x) dx,

whereas for a.e. t > 0 we have Ω \At ⊂⊂ Ω, thus∫
∂At∩R

E •
Dϕ

|Dϕ| dHn−1 = −
∫
∂At∩R

E • νΩ\At
dHn−1

= −
∫
∂At

E •νΩ\At
dHn−1 = −

∫
Ω\At

f(x) dx.

Again by the coarea formula, see Theorem 6.82,∫
Ω

E •Dϕ dx =

∫
R

E •
Dϕ

|Dϕ| |Dϕ| dx =

∫ +∞

−∞
dt

∫
∂At∩R

E •
Dϕ

|Dϕ| dHn−1

= −
∫ +∞

0
dt

∫
Ω\At

f(x) dx+

∫ 0

−∞
dt

∫
At

f(x) dx

=

∫
Ω
f(x)

(
−
∫ +∞

0
χΩ\At

(x) dt+

∫ 0

−∞
χAt(x) dt

)
dx

=

∫
Ω
f(x)(max(ϕ(x), 0) + min(ϕ(x), 0)) dx

=

∫
Ω
f(x)ϕ(x) dx.

��

b. The space H−1

Denote by H−1 the dual space of H1
0 (Ω), i.e., the Hilbert space of linear

bounded applications L : H1
0 (Ω) → R normed by

||L|| := sup
ϕ �=0

|L(ϕ)|
||ϕ||1,2 .
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1.71 Proposition. F belongs to H−1(Ω) if and only if there are functions
f0, f1, . . . fn ∈ L2(Ω) such that

F (ϕ) =

∫
Ω

(
f0ϕ+

n∑
i=1

fiDiϕ
)
dx ∀ϕ ∈ H1

0 (Ω), (1.51)

moreover,

||F || := min
{∫

Ω

(
f2
0 +

n∑
i=1

f2
i

)
dx
∣∣∣ f0, f1, f2, . . . , fn (1.52)

satisfy (1.51)
}
.

Proof. Let f0, f1, f2, . . . , fn ∈ L2(Ω) and

F (ϕ) :=

∫
Ω

(
f0ϕ+

n∑
i=1

fiDiϕ
)
dx.

Then

|F (ϕ)| ≤ ||f0||2||ϕ||2 +
n∑

i=1

||fi||2||Diϕ||2 ≤
(
||f0||22 +

n∑
i=1

||fi||22
)1/2||ϕ||1,2,

i.e., F ∈ H−1(Ω) and

||F ||2 ≤
(∫

Ω

(
f2
0 +

n∑
i=1

f2
i

)
dx

)1/2

. (1.53)

Conversely, if F ∈ H−1(Ω), by Riesz’s theorem there exists u ∈ H1
0 such that

F (ϕ) =

∫
Ω
(uϕ+ Du •Dϕ ) dx, ||u||1,2 = ||F ||;

consequently, F can be written as in (1.51) with f0 := u and fi = Diu, and (1.52)
holds. ��

c. The abstract Dirichlet principle

We recall from [GM3] the following Dirichlet’s abstract principle and
Riesz’s theorem.

1.72 Theorem. Let H be a Hilbert space with inner product ( | ) and let
L : H → R be a linear bounded functional on H. The functional

F(u) :=
1

2
(u|u)− L(u)

has a unique minimum point u ∈ H. Moreover, ||u|| = ||L|| and u is the
unique solution of the equation

(ϕ|u) = L(ϕ) ∀ϕ ∈ H. (1.54)

In particular, every element L ∈ H∗ can be uniquely represented as inner
product via (1.54).
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Figure 1.5. Jacques Hadamard (1865–
1963) and the frontispiece of the lec-
tures on differential equations by Georg
F. Bernhard Riemann (1826–1866).

d. The Dirichlet problem

Let Ω be an open and bounded set of Rn. Because of Poincaré’s inequality
(1.45) the bilinear form

a(u, ϕ) :=

∫
Ω

Du •Dϕ dx (1.55)

is an inner product on H1
0 (Ω) that is equivalent to the standard one:

(u|ϕ) =
∫
Ω

(uϕ+ Du •Dϕ ) dx.

Moreover, given f0 ∈ L2(Ω,R) and f ∈ L2(Ω,Rn), the linear functional
L : H1

0 (Ω) → R given by

L(ϕ) :=

∫
Ω

f0 u dx+

∫
Ω

f •Du dx (1.56)

is continuous, L ∈ L(H1
0 ,R). Theorem 1.72 with H = H1

0 (Ω), (u|ϕ) :=
a(u, ϕ), and L given by (1.56) then reads as follows, taking also into ac-
count Proposition 1.71.

1.73 Theorem. For every f0 ∈ L2(Ω,R) and f ∈ L2(Ω,Rn) there exists
a unique minimum point u of the integral functional

F(u) :=
1

2

∫
Ω

|Du|2 dx−
∫
Ω

f0 u dx−
∫
Ω

f •Du dx
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in H1
0 (Ω). The minimum point u is also the unique solution of∫
Ω

Du •Dϕ dx =

∫
Ω

(
f0ϕ+ f •Dϕ

)
dx ∀ϕ ∈ H1

0 (Ω). (1.57)

Furthermore, ∫
Ω

|Du|2 dx ≤
∫
Ω

(
f2
0 + |f |2

)
dx.

As we have seen, (1.57) is a weak form of

−Δu = f0 − div f in Ω,

and the trace of u on ∂Ω is zero since u ∈ H1
0 (Ω). Therefore we call a

function u ∈ H1
0 (Ω) that satisfies (1.57) a weak solution of the Dirichlet

problem {
−Δu = f0 − div f in Ω,

u = 0 on ∂Ω.
(1.58)

With this terminology, Theorem 1.73 can be rephrased as follows.

1.74 Corollary. For every f0 ∈ L2(Ω,R) and f ∈ L2(Ω,Rn) there exists
a unique minimum point u of the integral functional

F(u) :=
1

2

∫
Ω

|Du|2 dx−
∫
Ω

f0 u dx−
∫
Ω

f •Du dx

in H1
0 (Ω). Moreover, u is the unique weak solution of the Dirichlet problem

(1.58). Furthermore,∫
Ω

|Du|2 dx ≤
∫
Ω

(
f2
0 + |f |2

)
dx.

1.75 Nonzero boundary data. To the previous case we may subsume
the (weak) solvability of the problem{

Δu = 0, in Ω,

u = g on ∂Ω

when g ∈ H1(Ω). In fact, the Dirichlet integral

F(u) :=
1

2

∫
Ω

|Du|2 dx

has a minimum point in the class g + H1
0 (Ω). Setting v := u − g, this

amounts to minimizing among the v ∈ H1
0 (Ω) the functional
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F(u) = F(v + g) =
1

2

∫
Ω

|D(g + v)|2 dx

=
1

2

∫
Ω

|Dv|2 +
∫
Ω

Dv •Dg dx+
1

2

∫
Ω

|Dg|2 dx

thus, g being given, to minimize

F1(v) :=
1

2

∫
Ω

|Dv|2 dx+

∫
Ω

Dv •Dg dx

in H1
0 (Ω). By the Dirichlet principle we conclude that F1 has a minimizer

v in H1
0 (Ω), and that v is the unique solution of∫
Ω

Dv •Dϕ dx +

∫
Ω

Dg •Dϕ dx = 0 ∀ϕ ∈ H1
0 (Ω). (1.59)

Since (1.59) is the weak form of{
Δv = −∑n

i=1 DiDig = −Δg in Ω,

v = 0 on ∂Ω,

we say that the unique function u = g+ v ∈ g+H1
0 (Ω) satisfying (1.59) is

the unique weak solution of{
Δu = 0 in Ω,

u = g on ∂Ω.

1.76 Regularity. Deciding whether u is smooth or not according to the
regularity of the data is now a question answered by the so-called theory of
(elliptic) regularity, that we cannot discuss here. We only state a theorem
without further comments.

Theorem. Let Ω be a bounded open set with smooth boundary and let
g ∈ H1(Ω)∩C0(Ω). The unique weak solution u ∈ H1(Ω) of the minimum
problem {

1
2

∫
Ω |Du|2 dx → min,

u− g ∈ H1
0 (Ω)

or, equivalently, of (1.59), is of class C∞(Ω) ∩C0(Ω). Consequently, u is
the classical solution of the boundary value problem{

Δu = 0 in Ω,

u = g on ∂Ω.
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1.77 Approximated solutions. Of course, the abstract methods of
Ritz and Faedo–Galerkin are both useful for approximating the solution
of (1.57).

Assume that {un} ⊂ H1
0 (Ω) is an orthonormal basis of H1

0 (Ω) with
respect to the inner product (1.55). Then, for every ϕ ∈ H1

0 (Ω), ϕ =∑∞
n=0 a(ϕ, un)un in H1

0 (Ω), we write the operator L in (1.56) as

L(ϕ) =

∞∑
n=0

L(un) a(ϕ, un) ∀ϕ ∈ H1
0 ,

and the unique solution of (1.45) is

u =

∞∑
n=0

L(un)un in H1
0 (Ω)

by the Ritz method, see [GM3].
Alternatively, select a sequence of finite vector spaces Vn ⊂ H1

0 such
that ∪nVn is dense in H1

0 (Ω), and for each Vn, let {en1 , en2 , . . . , enp(n)} be a

basis of Vn. Then solve for un ∈ Vn the finite-dimensional linear system

a(un, e
n
i ) = L(eni ), i = 1, . . . , p(n).

By the Faedo–Galerkin result, see [GM3], the sequence {un} converges in
H1

0 to the unique solution u of (1.57).

e. Neumann problem

By applying the abstract Dirichlet principle to the Hilbert space H1(Ω)
we conclude the following.

1.78 Proposition. Let f0 ∈ L2(Ω,R) and f ∈ L2(Ω,Rn). Then there
exists a unique minimum point u ∈ H1(Ω) of the functional

F(u) :=
1

2

∫
Ω

|Du|2 dx+

∫
Ω

|u|2 dx+

∫
Ω

(
f0u− f •Du

)
dx

in H1(Ω) which is also the unique solution of the equation∫
Ω

Du •Dϕ dx+

∫
Ω

uϕdx = −
∫
Ω

(
f0ϕ− f •Dϕ

)
dx ∀ϕ ∈ H1(Ω).

(1.60)
Moreover,

||u||21,2 ≤ C

∫
Ω

(|f0|2 + |f |2) dx.
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Let us try to interpret (1.60) assuming f0, f and u are sufficiently
regular, for instance f ∈ C1(Ω,Rn), f0 ∈ C0(Ω) and u ∈ C2(Ω).

Since (1.60) holds in particular for all ϕ ∈ C∞
c (Ω), u is a weak solution

of
−Δu+ u = −f0 − div f, (1.61)

and, according to the regularity assumptions, it is also a classical solution
of (1.61). From (1.60) and (1.61) we then get

0 =

∫
Ω

Du •Dϕ dx+

∫
Ω

uϕdx+

∫
Ω

f0ϕ−
∫
Ω

f •Dϕ dx

=

∫
Ω

(
Du •Dϕ + uϕ+ f0ϕ− f •Dϕ

)
dx

−
∫
Ω

(−divDu+ u+ f0 + div f)ϕdx

=

∫
Ω

Du− f •Dϕ + div (Du− f)ϕdx

=

∫
Ω

div ((Du − f)ϕ) dx

for every ϕ ∈ C1(Ω), and conclude by the Gauss–Green formulas that∫
∂Ω

(
(Du− f) •νΩ

)
ϕdHn−1 = 0 ∀ϕ ∈ C1(Ω),

that is,
du

dνΩ
:= Du •νΩ = f •νΩ on ∂Ω,

du
dν being the (external) normal derivative with respect to Ω.

In conclusion, (1.60) is a weak form of the Neumann problem⎧⎨⎩−Δu+ u = −f0 + div f in Ω,
du

dν
= f •νΩ on ∂Ω

(1.62)

since solutions of (1.60) solve (1.62) provided that the data f0 and f
and the solution are sufficiently regular. With this terminology, Proposi-
tion 1.78 then provides the unique weak solution of (1.62).

1.79 Approximation. The abstract Ritz and Faedo–Galerkin methods
apply also to approximating the weak solution of the Neumann problem
(1.60).

Assume that {un} is an orthonormal complete system in H1(Ω) with
respect to the inner product of H1(Ω)

(u|v) :=
∫
Ω

(Du •Dv + uv) dx.
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Figure 1.6. From E. F. Chadni Die Akustik : nodal lines obtained by spreading sand on
a metal plate fixed in clamps and then applying a violin bow to the edges of such plates.

Then, for every ϕ ∈ H1(Ω), we have ϕ =
∑∞

n=0(ϕ|un)un in H1(Ω) and
the operator

L(ϕ) := −
∫
Ω

(
f0ϕ− f •Dϕ

)
dx, ϕ ∈ H1(Ω)

writes as

L(ϕ) =

∞∑
n=0

L(un) (ϕ|un) ∀ϕ ∈ H1(Ω);

then the unique solution of (1.60) is

u =

∞∑
n=0

L(un)un in H1(Ω)

by the Ritz method, see [GM3].
Alternatively, select a sequence of finite vector spaces Vn ⊂ H1

0 such
that ∪nVn is dense in H1(Ω), and for every Vn, let {en1 , en2 , . . . , enp(n)} be a

basis of Vn. Then solve for un ∈ Vn the finite-dimensional linear system

(un|eni ) = L(eni ), i = 1, . . . , p(n).

The Faedo–Galerkin abstract result, see [GM3], implies that {un} con-
verges in H1(Ω) to the unique solution u of (1.60).
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f. Cauchy–Riemann equations

Let f = u+ iv : Ω ⊂ C → C. The Cauchy–Riemann equations,

∂f

∂y
= i

∂f

∂x
in Ω,

take the weak form:∫
Ω

f (
∂ϕ

∂y
− i

∂ϕ

∂x
) dxdy = 0 ∀ϕ ∈ C∞

c (Ω;C). (1.63)

Suppose f ∈ L1(Ω) satisfies (1.63) and let ρ be a mollifying kernel in
R2. For ε > 0 set Ωε := {x ∈ Ω | dist(x, ∂Ω > ε)} and let fε : Ωε → R2

be the ε-mollified of f , fε(x) := f ∗ ρε(x). Of course, fε satisfies the weak
Cauchy–Riemann equations and the classical one in Ωε, as it is regular.
Therefore fε is holomorphic in Ωε. Using the Cauchy formula, one sees
that fε → f not only in L1 but also uniformly on compact subsets of
Ω, and, actually, all the complex derivatives of fε converge uniformly on
compact sets in Ω to the corresponding complex derivative of f . Hence f
is holomorphic in Ω.

1.80 ¶. Provide all of the details of the previous claims.

1.81 ¶. Let f be holomorphic in Ω and let fε be the ε-mollified of f via a spherical
symmetric kernel k(x) = k′(|x|). Show that

fε(z) = f(z) ∀z ∈ Ωε :=
{
z ∈ Ω

∣∣∣ dist(z, ∂Ω) > ε
}
.

[Hint. Use Cauchy’s formula.]

1.4.2 The alternative theorem

Let H = H1
0 (Ω), Ω ⊂ Rn being bounded and open. We shall now discuss

the existence of weak solutions of the Dirichlet problem for the Laplace
operator {

−Δu+ λu = f0 − div f in Ω,

u = 0 on ∂Ω

that is, of the existence of functions u ∈ H1
0 (Ω) that satisfy∫

Ω

Du •Dϕ dx+ λ

∫
Ω

uϕdx = −
∫
O

(f0 − f •Dϕ ) dx ∀ϕ ∈ H1
0 (Ω)

(1.64)
where f0, f ∈ L2(Ω). Observe the following.
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(i) As we know,

a(u, v) :=

∫
Ω

Du •Dv dx, u, v ∈ H1
0 (Ω)

is an inner product in H1
0 .

(ii) For any u ∈ L2(Ω), the map ϕ �→ ∫
Ω
uϕdx is a linear functional on

L2(Ω) and hence on H1
0 (Ω). Consequently, by Riesz’s theorem, there

exists a linear operator K : L2 → H1
0 (Ω) such that∫

Ω

uϕdx = a(Ku,ϕ) ∀u ∈ L2, ∀ϕ ∈ H1
0 (Ω). (1.65)

Moreover, the embedding of H1
0 (Ω) into L2(Ω) being compact by

Rellich’s theorem, the restriction of K to H1
0 (into H1

0 ) is compact;
we also see from (1.65) that K : H1

0 → H1
0 is self-adjoint.

(iii) The linear operator

L(ϕ) := −
∫
O

(f0 − f •Dϕ ) dx ∀ϕ ∈ H1
0 (Ω)

is a linear operator defined on H1
0 , L ∈ H−1, and, by Riesz’s theorem,

there exists g ∈ H1
0 (Ω) such that L(ϕ) = α(g, ϕ) ∀ϕ ∈ H1

0 (Ω).

Consequently, (1.64) rewrites as

a(u+ λKu, ϕ) = L(ϕ) = (g|ϕ) ∀ϕ ∈ H1
0 (Ω)

or as the abstract linear equation

u+ λKu = g in H1
0 (Ω) (1.66)

for the operator Id+λK which is, as we have seen, a compact self-adjoint
perturbation of the identity. The abstract alternative theorem, see [GM3],
yields then the following.

1.82 Theorem. Let f ∈ H1
0 (Ω) and λ ∈ R. The equation

−Δu+ λu = f0 − div f in weak form,

i.e., as we have seen, the abstract equation (1.64), has a solution in H1
0 (Ω)

if and only if ∫
Ω

(f0v + Df •Dv ) dx = 0

for all v ∈ H1
0 (Ω) that solve −Δv + λv = 0 in the weak sense, i.e., that

solve the abstract equation v + λKv = 0 in H1
0 .
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Figure 1.7. Heinrich Hertz (1857–1894)
and the frontispiece of the Theory of
Sound by Lord William Strutt Rayleigh
(1842–1919).

1.83 Definition. We say that λ ∈ R is an eigenvector for the Dirichlet
problem for the Laplace operator{

−Δu+ λu = 0 in Ω,

u = 0 on ∂Ω,

if the equation∫
Ω

Du •Dϕ dx+ λ

∫
Ω

uϕdx = 0 ∀ϕ ∈ H1
0 (Ω) (1.67)

has a nonzero solution in H1
0 (Ω). If λ is an eigenvalue, the corresponding

solutions of (1.67), called the eigenfunctions of the Laplace operator in
H1

0 relative to λ, form a vector space.

Since, as we have seen, (1.67) is equivalent to the abstract equation

u+ λKu = 0 on H1
0 (Ω),

we may apply the Courant–Hilbert–Schmidt theory, see [GM3], to get the
following.

1.84 Theorem. The eigenvalues are denumerable, and we can form with
them an increasing sequence {λn} that converges to +∞. Moreover:

(i) For all k, the space Vk of the eigenfunctions with eigenvalue λk is a
finite-dimensional subspace of H1

0 (Ω).
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Figure 1.8. Two pages from Hermann Schwarz (1843–1921), Über ein die Flächen klein-
sten Inhalts betreffendes Problem der Variationsrechnung, 1885, where the eigenvalue
problem for the Laplacian is studied.

(ii) Different eigenspaces are orthogonal in H1
0 and in L2(Ω). Moreover,

∪kVk is dense in H1
0 (Ω). Consequently, there exists a sequence of

eigenvectors orthonormal in L2(Ω) which is a complete system in
H1

0 (Ω) (hence in L2(Ω)) such that for every h, k ∈ N∫
Ω

Duk •Duh dx = λkδhk,

where λk is the eigenvalue relative to uk.

Finally, we may give a variational characterization of the eigenvalues,
see [GM3], but we shall not insist on this.

1.4.3 The Sturm–Liouville theory

For any positive integer n, the function sinnt, t ∈ [0, π], solves the problem{
−u′′ = n2u,

u(0) = u(π) = 0,

i.e., it may be regarded as an eigenfunction of the operator−u′′ onH1
0 with

associated eigenvalue n2. In this subsection we show that many properties
of the sequence of functions {sinnt} and of their corresponding eigenvalues
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{n2} are shared by the eigenfunctions and eigenvalues of a large class of
second order ordinary differential operators.

Let us consider the general linear second order equation

a(x)u′′ + b(x)u′ + c(x)u = F (x), x ∈]α, β[ (1.68)

where a, b and c are continuous functions and a > 0. If we set

p(x) := exp

(∫ x

a

b(ξ)

a(ξ)
dξ

)
, q(x) :=

c(x)

a(x)
p(x), f(x) :=

F (x)

a(x)
p(x),

(1.68) multiplied by p(x)/a(x) transforms into

d

dx

(
p(x)

du

dx

)
+ q(x)u = f(x). (1.69)

We are interested in the eigenvalue problem for the operator −(pu′)′ +
qu with homogeneous Dirichlet data on ]α, β[, i.e., on the nonzero weak
solvability of the problem{

−(pu′)′ + qu = λu in ]α, β[,

u(α) = 0, u(β) = 0,
(1.70)

in dependence of λ, or, more explicitly, on the solvability in H1
0 (]α, β[) of

a(u, ϕ) = λ

∫ β

α

uϕdx ∀ϕ ∈ H1
0 (]α, β[) (1.71)

where a(v, ϕ) is the bilinear form

a(u, ϕ) :=

∫ β

α

(
p(x)u′(x)ϕ′(x) + q(x)u(x)ϕ(x)

)
dx. (1.72)

In the sequel we shall assume p ∈ C1([α, β]), p > 0 in [α, β], so that
0 < a ≤ p(x) ≤ b ∀x ∈ [α, β] for suitable b ≥ a > 0, and q ∈ C0([α, β]).
Moreover, we may (modulus a translation of the values of λ) and do assume
that q(x) ≥ 0.

1.85 Proposition. Let p ∈ C1([α, β]), p > 0 in [α, β] and let q ∈
C0([α, β]), q ≥ 0. Every weak solution u ∈ H1

0 (]α, β[) of (1.71) is a smooth
function of class C2([α, β]), hence a classical solution of (1.70).

Proof. Recall that every u ∈ H1
0 (]α, β[) has a Hölder-continuous representative that

we shall call u, u ∈ C0,1/2([α, β]). Set Q(x) :=
∫ x
α (q(t) − λ)u dt. Clearly, Q is of class

C1([α, β]) and we have ∫ β

α
(q − λ)uϕ dx = −

∫ β

α
Qϕ′ dx

and from (1.71) ∫ β

α
(pu′ −Q)ϕ′ dx = 0 ∀ϕ ∈ C∞

c ([α, β]).

Lemma 1.52 then yields p(x)u′(x) − Q(x) = cost for a.e. x ∈]a, b[, i.e., u′ has a repre-
sentative of class C1([α, β]), which yields u ∈ C2([α, β]). ��
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1.86 Proposition. We have the following:

(i) Eigenfunctions u, v ∈ H1
0 relative to distinct eigenvalues λ �= μ are

orthogonal in L2.
(ii) Eigenfunctions u and v relative to the same eigenvalue are one a

multiple of the other.

Proof. (i) We have

a(u, v) =

∫ β

α
(pu′v′ + quv) dx = λ

∫ β

α
uv dx,

a(v, u) =

∫ β

α
(pv′u′ + qvu) dx = μ

∫ β

α
vu dx,

hence

(λ− μ)

∫ β

α
uv dx = a(u, v) − a(v, u) = 0.

(ii) If γ ∈]α, β[, the function φ(x) = v′(γ)(u(x)−u(γ))−u′(γ)(v(x)−v(γ)) is of class C2

and solves (1.70) with φ(γ) = φ′(γ) = 0. Hence φ(x) = 0 ∀x according to the uniqueness
of the Cauchy problem. ��

Because of the assumptions on p and q (a ≤ p(x) ≤ b and 0 ≤ q(x) ≤ c)
and Poincaré’s inequality, the bilinear form (1.72) is an inner product in
H1

0 equivalent to the standard one. Therefore, as for the Laplace operator,
in Section 1.4.2, the eigenvalue problem is subsumed by the Courant–
Hilbert–Schmidt theory. Taking into account that the eigenspaces are all
of dimension 1, see Proposition 1.86, we may therefore state the following.

1.87 Theorem. Let p ∈ C1([α, β]), p > 0 in [α, β], q ∈ C0([α, β]), q ≥ 0.
The eigenvalues of (1.71) form an increasing sequence {λn} that diverges
to +∞. For each n we can find an eigenfunction un relative to λn in such
a way that

(i) the sequence {un} is an orthonormal system in L2,
(ii) {un} is a complete system of eigenfunctions in H1

0 (hence in L2),
(iii) we have a(u, u) = λn for every eigenfunction u relative to λn.

The following variational characterization of the eigenvalues holds:

λ1 = min
{a(ϕ, ϕ)

||ϕ||2
∣∣∣ϕ ∈ H1

0

}
, (1.73)

and for k ≥ 2,

λk = min
{a(ϕ, ϕ)

||ϕ||2
∣∣∣ϕ ∈ H1

0 , a(u, ϕ) = 0 for every eigenfunction

u relative to one of the eigenvalues λ1, . . . λk−1

}
.

(1.74)

The next theorem collects the main properties of the eigenvalues and
eigenfunctions of problem (1.70).
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1.88 Theorem (Sturm–Liouville). Let p ∈ C1([α, β]), 0 < a ≤ p(x) ≤
b ∀x ∈ [α, β], q ∈ C0([α, β]), q ≥ 0, and let {λn} be the increasing sequence
of the eigenvalues of problem (1.70). Then we have the following:

(i) Eigenfunctions relative to the first eigenvalue λ1 never vanish in
]α, β[. Eigenfunctions relative to the other eigenvalues vanish at least
once.

(ii) (Separation theorem) Let u and u be eigenfunctions relative to
the eigenvalues λ and λ, respectively. Suppose that λ < λ and that α
and β are two consecutive zeros of u. Then u needs to vanish in at
least a point in ]α, β[.

(iii) (Oscillation theorem) The eigenfunctions relative to the kth
eigenvalue λk have exactly k − 1 zeros internal to ]α, β[.

(iv) (Monotonic theorem) When shortening the interval ]α, β[ or in-
creasing p and q, the eigenvalues of (1.70) increase.

Proof. Step 1. From (1.73) we infer that, if u1 is an eigenfunction relative to λ1, then
also |u1| is an eigenfunction relative to λ1. Since u1 and |u1| are proportional by Proposi-
tion 1.86, we infer that either u1 ≥ 0 or u1 ≤ 0 in ]α, β[. On the other hand, if u1(γ) = 0
for some γ ∈]α, β[, also u′

1(γ) = 0 since u1 is smooth. The uniqueness of the Cauchy
problem would then give u1 = 0 identically, a contradiction.

If v is an eigenfuction relative to an eigenvalue different from λ1, then v and u1 > 0
are orthogonal in L2 by Proposition 1.86. It follows that v vanishes at least once. This
concludes the proof of (i).

Step 2. We now prove (iv) for the first eigenvalue. Suppose α ≤ α < β ≤ β, p ≥ p and

q ≥ q, and let u1 be an eigenfunction relative to λ1 for −(pu′)′ + qu in ]α, β[, i.e.,⎧⎨⎩−(pu′)′ + qu = λ1u in ]α, β[,

u(α) = u(β) = 0.
(1.75)

By (i) we may assume that u1 > 0 in ]α, β[. Consider the function

φ̃(x) =

⎧⎨⎩u1(x) if x ∈]α, β[,
0 otherwise,

x ∈]α, β[.

Of course, φ̃ ∈ H1
0 (]α, β[) and

λ1 : = min
φ(α)=φ(β)=0

∫ β
α (pφ′2 + qφ2) dx∫ β

α φ2 dx
≤
∫ β
α (p(φ̃′)2 + qφ̃2) dx∫ β

α φ̃2 dx

=

∫ β
α
(pu′

1
2 + qu2

1) dx∫ β
α

u2
1 dx

≤ λ1.

Since by (i) φ̃ is not an eigenfunction relative to λ1 for −(pu′)′+qu in ]α, β[, we conclude
that

λ1 < λ1. (1.76)

Step 3. Notice that an eigenfunction of −(pu′)′ + qu in ]γ, δ[ without zeros in ]γ, δ[
and vanishing at the extremal points needs to be an eigenfunction relative to the first
eigenvalue of −(pu′)′ + qu on ]γ, δ[.



1.4 Existence Theorems for PDE’s 61

We now prove (ii). Suppose that u has no zeros in ]α, β[. Then according to (i), λ

is the first eigenvalue and u is a corresponding eigenfunction for −(pu′)′ + qu in ]α, β[;

consequently, by (1.76) we ought to have λ > λ, a contradiction.

Step 4. Let us prove (iii). Let uk be an eigenfunction relative to λk for −(pu′)′ + qu
in ]α, β[. Since λk+1 > λk, uk+1 needs to vanish at least more than uk because of (ii);
hence uk has at least k− 1 zeros in ]α, β[. Let x0 = α, x1, . . . , x−1, x = β be the zeros
of uk. For m = 1, . . . , �, set

u(m)(x) :=

⎧⎨⎩uk(x) if xm−1 ≤ x ≤ xm,

0 otherwise

and

φ(x) :=
∑

m=1

cmu(m)(x).

Choose c1, c2, . . . , c in such a way that∫ β

α
φuj dx = 0 ∀j = 1, . . . , �− 1

holds and then compute∫ β

α
(pφ′2 + qφ2) dx =

∑
m=1

c2m

∫ xm

xm−1

(pu′
k
2
+ qu2

k) dx

=
∑

m=1

c2m

(
puku

′
k

∣∣∣xm

xm−1

−
∫ xm

xm−1

uk((pu
′
k)

′ − quk) dx

)

= λk

∑
m=1

c2m

∫ xm

xm−1

u2
k dx

= λk

∫ β

α
φ2 dx

to conclude from (1.74) that λ ≤ λk , i.e., � ≤ k. Hence, uk has at most k − 1 zeros in
]α, β[.

Step 5. We prove (iv). With the notations of Step 2, suppose by contradiction that

λk ≤ λk. If α1 and β1 are two consecutive zeros of uk, then λk is the first eigenvalue
of (1.70) in ]α1, β1[. It follows that uk does not vanish more than twice in ]α1, β1[.
Therefore there is at least one zero of uk between two zeros of uk. Since uk vanishes
k + 1 times in [α, β], uk needs to vanish at least k times in ]α, β[, but this contradicts

Step 3. Therefore we have λk > λk. ��

Let p ∈ C1([α, β]), 0 < a ≤ p(x) ≤ b ∀x ∈ [α, β], q ∈ C0([α, β]), q ≥ 0.
Consider now the eigenvalue problem{

−(pv′)′ + qv = μv in ]α, β[,

v(α) = v′(β) = 0,
(1.77)

i.e., the equation

a(u, ϕ) = λ

∫ β

α

uϕdx, u, ϕ ∈ H, (1.78)
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where

a(u, ϕ) :=

∫ β

α

(pu′ϕ′ + quϕ) dx

is defined in the space

H := {u ∈ H1(]α, β[)
∣∣∣ u(α) = 0}.

Observe that the bilinear form a(u, v) is an inner product on the Hilbert
space

H := {u ∈ H1(]α, β[)
∣∣∣ u(α) = 0}

equivalent to the standard ones. We may then apply the Courant–Hilbert–
Schmidt theory to the equation

a(u, ϕ) = λ

∫ β

α

uϕdx, u, ϕ ∈ H,

to get the theses of Theorem 1.87 for the corresponding eigenvalues μk and
eigenfunctions, replacing H1

0 with H. In particular, we have the variational
characterization

μ1 = min
{a(ϕ, ϕ)

||ϕ||2
∣∣∣ϕ ∈ H

}
, (1.79)

and, for k ≥ 2,

μk = min
{a(ϕ, ϕ)

||ϕ||2
∣∣∣ϕ ∈ H, a(u, ϕ) = 0 for every eigenfunction

u relative to one of the eigenvalues μ1, . . . μk−1

}
.

(1.80)

Moreover, we have the following.

1.89 Theorem (Separation theorem). Let p ∈ C1([α, β]), 0 < a ≤
p(x) ≤ b ∀x ∈ [α, β], q ∈ C0([α, β]), q ≥ 0, and let {μk} be the sequence
of the eigenvalues of (1.78) ordered increasingly. Then the following hold:

(i) The eigenvalues {μk} and the corresponding eigenfuncitons satisfy
the properties stated in Theorem 1.88 for the sequence {λk} of the
eigenvalues of (1.70) and the relative eigenfunctions.

(ii) We have λk−1 ≤ μk ≤ λk.

Proof. (i) follows by repeating the arguments in the proof of Theorem 1.88. (ii) remains
to be proved. If v is a solution of (1.77) with v(α) = 0 and λ−1 ≤ μ ≤ λ, because of
(iii) and (iv) relative to the problem (1.77), v(x) needs to have �−1 zeros in ]α, β[; but,
then, λk−1 < μk < λk. ��
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1.4.4 Convex functionals on H1
0

As we have seen in [GM3], the Dirichlet abstract principle is a special case
of the following theorem.

1.90 Theorem. Let F : H → R be a functional defined on a Hilbert space
H that is continuous, convex, bounded from below and coercive, i.e.,

F(u) > −∞ and F(u) → +∞ as |u| → +∞.

Then F attains its minimum in H.

Consider now a continuous function f = f(x, p) : Ω × Rn → R where
Ω is a bounded and open set of Rn. Suppose that

(i) f(x, p) is convex in p for every x,
(ii) there are constants λ and Λ with Λ ≥ λ > 0 such that

λ |p|2 ≤ f(x, p) ≤ Λ |p|2 ∀(x, p).
Then, for every u ∈ H1

0 (Ω), the function x → f(x,Du(x)) is summable,
and the functional F : H1

0 (Ω) → RN given by

F(u) :=

∫
Ω

f(x,Du(x)) dx

is well-defined. It is easily seen that F is convex, continuous and coercive
in H1

0 (Ω). The following theorem then follows.

1.91 Theorem. Under assumptions (i) and (ii) the functional F attains
its minimum value in H1

0 (Ω).

1.5 Exercises
1.92 ¶. Let f ≥ 0 be a measurable function. Prove that the following claims are
equivalent:

(i)
∫
E f(x) dx < ∞ ∀E with |E| < ∞,

(ii)
∫
E f(x) dx ≤ C (1 + |E|) ∀E,

(iii) f = g + h with g ∈ L1(R) and h ∈ L∞(R).

1.93 ¶. Suppose that H is a subspace of L2(]0, 1[) such that

(i) f ∈ L∞(]0, 1[) if f ∈ H,
(ii) there exists a constant C > 0 such that ||f ||∞ ≤ C ||f ||L2 ∀f ∈ H.

Prove that H is finite-dimensional.
[Hint. If (f1, f2, . . . , fn) is orthonormal, we have∣∣∣ n∑

i=1

αifi(x)
∣∣∣2 ≤ C2

n∑
i=1

α2
i for a.e. x.]
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1.94 ¶. Suppose that f : R → R is a function in L2(R) for which there exists a constant
C > 0 such that ∫

R

|f(x+ h)− f(x)|2 dx ≤ C |h|2 ∀h.

Show that for all g ∈ C1
c (R) we have∣∣∣∣ ∫

R

fg′ dx
∣∣∣∣ ≤ √

C

(∫
R

g2 dx

)1/2

.

1.95 ¶ Gravitational potential. Let μ : R3 → R+. The function

V (x) = γ

∫
R3

μ(ξ)

|ξ − x| dξ

is called the gravitational potential of the mass distribution μ.

(i) Show that V (x) is well-defined if μ ∈ L1(R3) ∩ L∞(R3).
(ii) If μ is radial, μ(ξ) := ν(|ξ|), then V is radial, too.

1.96 ¶ Legendre’s polynomials. We recall that by applying the orthonormalization
process of Gram–Schmidt to the polynomials tn in ]− 1, 1[, we get the so-called Legen-
dre’s polynomials, see [GM3]. Show that they form a complete system in L2(]− 1, 1[).

1.97 ¶ Haar’s basis. In [0, 1] consider the sequence of functions χ
(k)
n (t) defined by

χ
(0)
0 (t) = 1, and, for n ≥ 0 and 1 ≤ k ≤ 2n, by

χ
(k)
n (t) :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2n/2 in

k − 1

2n
< t ≤ k − 1/2

2n
,

−2n/2 in
k − 1/2

2n
≤ t <

k

2n
,

0 otherwise.

Show that {χ(k)
n } is a complete orthonormal system in L2((0, 1)).

[Hint. Let φ be orthogonal to all elements of the sequence. Set ψ(x) :=
∫ x
0
φ(t) dt and

show by induction that ψ(k/2n) = 0. For instance,

0 = (ψ|χ(0)
0 ) =

∫ 1

0
φ(x) dx = ψ(1) − ψ(0),

hence ψ(1) = ψ(0) = 0.]

1.98 ¶. Solve the following problems:⎧⎪⎪⎨⎪⎪⎩
ut − uxx = 0 in [0, π]× R+,

u(0, t) = u(π, t) = 0 t ∈ R+,

u(x, 0) = sin3 x in [0, π]

and ⎧⎨⎩Δu = 0 in x2 + y2 < 1,

u = cos2 θ in x2 + y2 = 1.

1.99 ¶. Let u ∈ H1
0 ((0, 1)). Show that (the continuous representative of) u satisfies

u(0) = u(1) = 0.
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1.100 ¶. By using the variational methods of Section 3.2, prove the following:

(i) Let f ∈ L2((0, 1)). Then there exists a solution to the problem

min
u∈H1

u(0)=α, u(1)=β

{1

2

∫ 1

0
(u′2 + u2) dx−

∫ 1

0
fu dx

}
;

the minimizer u is the unique weak solution to the Dirichlet boundary value
problem ⎧⎨⎩−u′′ + u = f in ]0, 1[,

u(0) = α, u(1) = β;

finally, show that u ∈ C2([0, 1]) if f ∈ C0([0, 1]).
(ii) Let f ∈ L2((0, 1)). Then there exists a unique minimizer u ∈ H1(]0, 1[) of the

functional
1

2

∫ 1

0
(u′2 + u2) dx−

∫ 1

0
fu dx;

u is the unique weak solution of the Neumann boundary value problem⎧⎨⎩−u′′ + u = f in ]0, 1[,

u′(0) = 0, u′(1) = 0;

finally, show that u ∈ C2([0, 1]) if f ∈ C0([0, 1]).
(iii) Let f ∈ L2((0, 1)) and α, β ∈ R. Show that there exists a unique minimizer in

H1((0, 1)) of the functional

1

2

∫ 1

0
(u′2 + u2) dx−

∫ 1

0
fu dx+ αu(0) − βu(1);

u is the unique weak solution of the Neumann nonhomogeneous boundary value
problem ⎧⎨⎩−u′′ + u = f in ]0, 1[,

u′(0) = α, u′(1) = β;

finally, show that u ∈ C2([0, 1]) if f ∈ C0([α, β]).

1.101 ¶. Show that there exists a unique solution of the following:

(i) The mixed boundary value problem⎧⎨⎩−u′′ + u = f in ]0, 1[,

u(0) = 0, u′(1) = 0.

(ii) The boundary value problem⎧⎨⎩−u′′ + u = f in ]0, 1[,

u′(0)− ku(0) = 0, u(1) = 0.

(iii) The periodic boundary value problem⎧⎨⎩−u′′ + u = f in ]0, 1[,

u(0) = u(1), u′(0) = u′(1).



2. Convex Sets and Convex
Functions

We have encountered convex sets and convex functions on several occa-
sions. Here we would like to discuss these notions in a more systematic
way. Among nonlinear functions, the convex ones are the closest ones to
the linear, in fact, functions that are convex and concave at the same time
are just the linear affine functions.

Although convex figures appear since the beginning of mathematics
— Archimedes, for instance, observed and made use of the fact that the
perimeter of a convex figure K is larger than the perimeter of any other
convex figure contained in K, more recently convexity played a relevant
role in the study of the thermodynamic equilibrium by J. Willard Gibbs
(1839–1903) — the systematic study of convexity began in the early years
of the twentieth century with Hermann Minkowski (1864–1909), continued
with the treatise of T. Bonnesen and Werner Fenchel (1905–1986) in 1934
and developed after 1950 both in finite and infinite dimensions due to its
relevance in several branches of mathematics. Here we shall deal only with
convexity in finite-dimensional spaces.

2.1 Convex Sets

a. Definitions

2.1 Definition. A set K ⊂ Rn is said to be convex if either K = ∅
or, whenever we take two points in K, the segment that connects them is
entirely contained in K, i.e.,

λx1 + (1− λ)x2 ∈ K ∀ λ ∈ [0, 1], ∀ x1, x2 ∈ K.

The following properties, the proof of which we leave to the reader,
follow easily from the definition.

2.2 ¶. Show the following:

(i) A linear subspace of Rn is convex.

_2, 
© Springer Science+Business Media, LLC 2012
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Figure 2.1. Hermann Minkowski (1864–
1909) and the frontispiece of the trea-
tise by T. Bonnesen and Werner Fenchel
(1905–1986) on convexity.

(ii) Let � : Rn → R be linear and α ∈ R. Then the sets{
x ∈ Rn

∣∣∣ �(x) < α
}
,

{
x ∈ Rn

∣∣∣ �(x) ≤ α
}
,{

x ∈ Rn
∣∣∣ �(x) ≥ α

}
,

{
x ∈ Rn

∣∣∣ �(x) > α
}

are convex.
(iii) The intersection of convex sets is convex; in particular, the intersection of any

number of half-spaces is convex.
(iv) The interior and the closure of a convex set are convex.
(v) If K is convex, then cl(int(K)) = cl(K), int(cl(K)) = int(K).
(vi) If K is convex, then for x0 ∈ Rn and t ∈ R the set

tx0 + (1 − t)K :=
{
x ∈ Rn

∣∣∣ x = tx0 + (1 − t)y, y ∈ K
}
,

i.e., the cone with vertex x0 generated by K, is convex.

A linear combination of points (x1, x2, . . . , xk) ∈ Rn,
∑k

i=1 λixi, with

coefficients λ1, λ2, . . . , λk such that
∑k

i=1 λi = 1 and λi ≥ 0 ∀i, is called a
convex combination of x1, . . . , xk. The coefficients λ1, λ2, . . . , λk are called

the barycentric coordinates of x :=
∑k

i=1 λixi.
Noticing that

k∑
i=1

λixi = (1− λk)

k−1∑
i=1

λi

1− λk
xi + λkxk,

whenever 0 < λk < 1, we infer at once the following.

2.3 Proposition. The set K is convex if and only if every convex combi-
nation of points in K is contained in K.
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Figure 2.2. A support plane.

2.4 ¶. Show that the representation of a point x as convex combination of points
x1, x2, . . . , xk is unique if and only if the vectors x2 − x1, x3 − x1, . . . , xk − x1 are
linearly independent.

b. The support hyperplanes

We prove that every proper, nonempty, closed and convex subset of Rn,
n ≥ 2, is the intersection of closed half-spaces. To do this, we first introduce
the notions of separating and supporting hyperplanes.

2.5 Definition. Let � : Rn → R be a linear function, α ∈ R and P the
hyperplane

P :=
{
x ∈ Rn

∣∣∣ �(x) = α
}
,

and let

P+ :=
{
x ∈ Rn

∣∣∣ �(x) ≥ α
}
, P− :=

{
x ∈ Rn

∣∣∣ �(x) ≤ α
}

be the corresponding half-spaces that are the closed convex sets of Rn for
which P+ ∪ P− = Rn and P+ ∩ P− = P. We say that

(i) two nonempty sets A,B ⊂ Rn are separated by P if A ⊂ P+ and
B ⊂ P−;

(ii) two nonempty sets A,B ⊂ Rn are strongly separated by P if there is
ε > 0 such that

�(x) ≤ α− ε ∀ x ∈ A and �(x) ≥ α+ ε ∀ x ∈ B.

(iii) Let K ⊂ Rn, n ≥ 2. We say that P is a supporting hyperplane for
K if P ∩K �= ∅ and K is a subset of one of the two closed half-spaces
P+ and P− that is called a supporting half-space for K.

2.6 Theorem. Let K1 andK2 be two nonempty closed and disjoint convex
sets. If either K1 or K2 is compact, then there exists a hyperplane that
strongly separates K1 and K2.
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B

A

Figure 2.3. Two disjoint and closed convex sets that are not strongly separated.

Proof. Assume for instance that K1 is compact and let d := inf{|x− y| |x ∈ K1, y ∈
K2}. Clearly d is finite and, for R large,

d = inf
{
|x− y|

∣∣∣ x ∈ K1, y ∈ K2 ∩ B(0, R)
}
.

The Weierstrass theorem then yields x0 ∈ K1 and y0 ∈ K2 ∩B(0, R) such that

d = |x0 − y0| > 0.

The hyperplane through x0 and perpendicular to y0 − x0,

P ′ :=
{
x ∈ Rn

∣∣∣ (x− x0) • (y0 − x0) = 0
}
,

is a supporting hyperplane for K1. In fact, for x ∈ K1, the function

φ(λ) := |y0 − (x0 + λ(x− x0))|2, λ ∈ [0, 1],

has a minimum at zero, hence

φ′(0) = 2 (y0 − x0) • (x− x0) ≤ 0. (2.1)

Similarly, the hyperplane through y0 and perpendicular to x0 − y0,

P ′′ :=
{
x ∈ Rn

∣∣∣ (x− y0) • (x0 − y0) = 0
}
,

is a supporting hyperplane for K2. The conclusion then follows since dist(P ′,P ′′) =
d > 0. ��

2.7 Theorem. We have the following:

(i) Every boundary point of a closed and convex set K ⊂ Rn, n ≥ 2, is
contained in at least a supporting hyperplane.

(ii) Every closed convex set K �= ∅,Rn of Rn is the intersection of all its
supporting half-spaces.

(iii) Let K ⊂ Rn be a closed set with nonempty interior. Then K is con-
vex if and only if at each of its boundary point there is a supporting
hyperplane.

Proof. (i) Assume ∂K �= ∅, i.e., K �= ∅,Rn, let x0 ∈ ∂K, and let {yk} ⊂ Rn \ K be a
sequence with yk → x0 as k → ∞. Let xk be a point of K nearest to yk and

ek :=
yk − xk

|yk − xk|
.
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x1

x2

x

x0

x′

Figure 2.4. Illustration of the proof of (iii) Theorem 2.7.

Then |ek| = 1, xk → x0 as k → ∞ and, as in the proof of Theorem 2.6, we see that the
hyperplane through xk and perpendicular to ek is a supporting hyperplane for K,

K ⊂
{
x ∈ Rn

∣∣∣ ek • (x− xk) ≤ 0
}
.

Possibly passing to a subsequence {ek} and {xk} converge, ek → e and xk → x0. It
follows that

K ⊂
{
x ∈ Rn

∣∣∣ e • (x− x0) ≤ 0
}
,

i.e., the hyperplane through x0 perpendicular to e is a supporting hyperplane for K.

(ii) Since K �= ∅,Rn, the boundary of K is nonempty; in particular, the intersection K ′
of all its supporting half-spaces is closed, nonempty by (i), hence it contains K. Assume
by contradiction that there is x′ ∈ K ′ \ K. Since K is closed, there is a nearest point
x0 ∈ K to x′ and, as in the proof of Theorem 2.6,

K ⊂ S :=
{
x ∈ Rn

∣∣∣ (x′ − x0) • (x− x0) ≤ 0
}
.

On the other hand, from the definition of K ′, it follows that K ′ ⊂ S, hence x′ ∈ S,
which is a contradiction since (x′ − x0) • (x′ − x0) > 0.

(iii) Let K be convex. By assumption K �= ∅, if K = Rn, we have ∂K = ∅ and nothing
has to be proved. If K �= Rn, then through every boundary point there is a supporting
hyperplane because of (i).

Conversely, suppose that K is not convex, in particular, K �= ∅,Rn and ∂K �= ∅. It
suffices to show that through a point of ∂K there is no supporting hyperplane. Since
K is not convex, there exists x1, x2 ∈ K and x on the segment Σ connecting x1 and
x2 with x /∈ K. Let x′ be a point in the interior of K and Σ′ be the segment joining x
with x′. At a point x0 ∈ ∂K ∩ Σ′ we claim that there is no supporting hyperplane. In
fact, let π be such a hyperplane and let H be the corresponding supporting half-space.
Since x′ ∈ int(K), x′ does not belong to π, thus Σ′ is not contained in π. It follows that
x′ ∈ int(H) and x /∈ H, hence x1 and x2 cannot both be in H since otherwise x also
belongs to H. However, this contradicts the fact that H is a supporting half-space. ��

2.8 ¶. In (iii) of Theorem 2.7 the assumption that int(K) �= ∅ is essential; think of a
curve without inflection points in R2.

2.9 ¶. Let K be a closed, convex subset of Rn with K �= ∅,Rn.

(i) Prove that K is the intersection of at most a denumerable supporting half-spaces.
(ii) Moreover, if K is compact, then for any open set A ⊃ K there exists finitely

many supporting half-spaces such that

K ⊂
N⋂

k=1

Hk ⊂ A.

[Hint. Remember that Rn has a denumerable basis.]
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2.10 ¶. Using Theorem 2.7, prove the following, compare Proposition 9.126 and The-
orem 9.127 of [GM3].

Proposition. Let C ⊂ Rn be an open convex subset and let x /∈ C. Then there exists
a linear map � : Rn → R such that �(x) < �(x) ∀x ∈ C. In particular, C and x are
separated by the hyperplane {x | �(x) = �(x)}.
Consequently,

Theorem. Let A and B be two nonempty disjoint convex sets. Suppose A is open.
Then A and B can be separated by a hyperplane.

2.11 Definition. We say that K is polyhedral if it is the intersection of
a finite number of closed half-spaces. A bounded polyhedral set is called a
polyhedron.

c. Convex hull

2.12 Definition. The convex hull of a set M ⊂ Rn, co(M), is the inter-
section of all convex subsets in Rn that contain M .

2.13 Proposition. The convex hull of M ⊂ Rn is convex, indeed the
smallest convex set that contains M . Moreover, co(M) is the set of all
convex combinations of points of M ,

co(M) :=
{
x ∈ Rn

∣∣∣∃x1, x2, . . . , xN ∈ M such that x =

N∑
i=1

λixi,

for some λ1, λ2, . . . , λN , where λi ≥ 0 ∀i,
N∑
i=1

λi = 1
}
.

2.14 ¶. Prove Proposition 2.13.

2.15 ¶. Prove that

(i) co(M) is open, if M is open,
(ii) co(M) is compact, if M is compact.

2.16 ¶. Give examples of sets M ⊂ R2 so that

(i) M is closed but co(M) is not,

(ii) co(M) �= co(M) although co(M) ⊂ co(M).

If M ⊂ Rn, then the convex combinations of at most n + 1 points in
M are sufficient to describe co(M). In fact, the following holds.

2.17 Theorem (Carathéodory). Let M ⊂ Rn. Then

co(M) :=
{
x ∈ Rn

∣∣∣ x =

n+1∑
i=1

λixi, xi ∈ M, λi ≥ 0 ∀i,
n+1∑
i=1

λi = 1
}
.
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Proof. Let x be a convex combination of m points x1, x2, . . . , xm of M with m > n+1,

x =
m∑

j=1

λjxj ,
m∑

j=1

λj = 1, λj > 0.

We want to show that x can be written as convex combinations of m− 1 points of M .
Since m − 1 > n, there are numbers c1, c2, . . . , cm−1 not all zero such that∑m−1

i=1 ci(xi − xm) = 0. If cm := −∑m−1
i=1 ci, we have

m∑
i=1

cixi = 0 and
m∑
i=1

ci = 0.

Since at least one of the ci’s is positive, we can find t > 0 and k ∈ {1, . . . ,m} such that

1

t
= max

( c1

λ1
,
c2

λ2
, . . . ,

cm

λm

)
=

ck

λk
> 0.

The point x is then a convex combination of x1, x2, . . . , xk−1, xk+1, . . . , xm; in fact, if

γj :=

⎧⎨⎩λj − tcj if j �= k,

0 if j = k,

we have
∑

j 	=k γj =
∑m

j=1 γj =
∑m

j=1(λj − tcj) =
∑m

j=1 λj = 1 and

x =
m∑

j=1

λjxj =
m∑

j=1

(γj + tcj)xj =
∑
j 	=k

γjxj .

We then conclude by backward induction on m. ��

2.18 ¶. Prove the following:

(i) In Theorem 2.17 the number n+ 1 is optimal.
(ii) IfM is convex, then co(M) = M and every point in co(M) is a convex combination

of itself.
(iii) If M = M1 ∪ · · · ∪ Mk, k ≤ n, where M1, . . . ,Mk are convex sets, then every

point of co(M) is a convex combination of at most k points of M .

d. The distance function from a convex set

We conclude with a characterization of a convex set in terms of its distance
function.

Let C ⊂ Rn be a nonempty closed set. For every x ∈ Rn we define

dC(x) := dist(x,C) := inf
{
|x− y|

∣∣∣ y ∈ C
}
.

It is easily seen that indeed the infimum is a minimum, i.e., there is (at
least) a point y ∈ C of least distance from x. Moreover, the function dC is
Lipschitz-continuous with Lipschitz constant 1,

|dC(x) − dC(y)| ≤ |x− y| ∀x, y ∈ Rn.
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2.19 Lemma. If x /∈ C, then

dC(x+ h) = dC(x) + L(h;x) + o(|h|) as h → 0, (2.2)

where

L(h;x) := min
{
h •

x− z

|x− z|
∣∣∣ z ∈ C, |x− z| = dC(x)

}
is the minimum among the lengths of the projections of h into the lines
connecting x to its nearest points z ∈ C. In particular, dC is differentiable
at x if and only if h → L(h;x) is linear, i.e., if and only if there is a unique
minimum point z ∈ C of least distance from x.

Proof. We prove (2.2), the rest easily follows. We may and do assume that x = 0.
Moreover, we deal with the function

f(h) := d2C(h) = min
z∈C

|h− z|2.

It suffices to show that

f(h) = f(0) + f ′(h, 0) + o(|h|), h → 0, (2.3)

where

f ′(h; 0) := min
{
−2h • z

∣∣∣ z ∈ C, |z| = dC(0)
}
.

First, we remark that the functions qε(h) defined for ε ≥ 0 as

qε(h) := inf
{
−2h • z

∣∣∣ |z| ≤ f(0)1/2 + ε
}

are homogeneous of degree 1 and that qε → q0 increasingly as ε → 0. By Dini’s theorem,
see [GM3], {qε} converges uniformly to q0 in B(0, 1). Therefore, for every ε > 0 there
is cε such that

q0(h) ≥ qε(h) ≥ q0(h)− cε|h| ∀h (2.4)

and cε → 0 as ε → 0.
Now, let us prove (2.3). Since |y − z|2 = |z|2 − 2 y • z + |y|2, we have

f(h) ≤ min
z∈C

|z|=dC(0)

|h− z|2 = |h|2 + f(0) + min
z∈C

|z|=dC(0)

(−2 h • z )

= f(0) + q0(h) + |h|2. (2.5)

On the other hand, if |h| < ε/2, the minimum of z → |z − h|2, z ∈ C, is attained at

points zh such that |zh| ≤ f(0)1/2 + ε/2, hence by (2.4)

f(h) = min
z∈C

|z − h|2 = min
z∈C

|z|<f(0)1/2+ε

|z − h|2

= min
z∈C

|z|<f(0)1/2+ε

(
|z|2 + |h|2 − 2h • z

)
≥ f(0) + |h|2 + qε(h) ≥ f(0) + q0(h)− cε|h|+ |h|2.

Therefore
f(h) ≥ f(0) + q0(h) + o(|h|) as h → 0,

which, together with (2.5), proves (2.3). ��
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2.20 ¶. Using (2.2), prove that, in general, if there are in C more than one nearest
point to x, then

lim
t→0±

dC(x+ th)− dC(x)

t
= min

{
h •

x− z

|x− z|
∣∣∣ z ∈ C, |x− z| = dC(x)

}
.

2.21 Theorem (Motzkin). Let C ⊂ Rn be a nonempty closed set. The
following claims are equivalent:

(i) C is convex.
(ii) For all x /∈ C there is a unique nearest point in C to x.
(iii) dC is differentiable at every point in Rn \ C.

Proof. The equivalence of (ii) and (iii) is the content of Lemma 2.19.

(i) ⇒ (ii). If z is the nearest point in C to x /∈ C, then x− z − ε(y − z) ∈ C if y ∈ C,
therefore

|x− z|2 ≤ |x− z − ε(y − z)|2 = |x− z|2 − 2 ε (y − z) • (x− z) + ε2|y − z|2 (2.6)

for all 0 ≤ ε ≤ 1. For ε → 0 we get (x− z) • (y− z) ≤ 0 and, because of (2.6) with ε = 1

|x− y|2 = |x− z|2 − 2 (x− z) • (y − z) + |y − z|2 > |x− z|2 ∀y ∈ C.

(ii) ⇒ (i). Suppose C is not convex. It suffices to show that there is a ball B such

that B ∩ C = ∅ and B ∩ C has more than a point. Since C is not convex, there exist
x1, x2 ∈ C, x1 �= x2, such that the open segment connecting x1 to x2 is contained
in Rn \ C. We may suppose that the middle point of this segment is the origin, i.e.,

x2 = −x1, and let ρ be such that B(0, ρ) ∩ C = ∅. We now consider the family of balls
{B(w, r)} such that

B(w, r) ⊃ B(0, ρ), B(w, r) ∩C = ∅ (2.7)

and claim that the corresponding set {(w, r)} ⊂ Rn+1 is bounded and closed, hence
compact. In fact, since xj /∈ B(w, r), j = 1, 2, we have r ≥ |w|+ ρ and |w ± x1|2 ≥ r2,
hence

(|w|+ ρ)2 ≤ r2 ≤ 1

2
(|w + x1|2 + |w − x1|2) ≤ |w|2 + r2

from which we infer

|w| ≤ |x1|2 − ρ2

2ρ
, r ≤ (|x1|2 + ρ2)

2ρ
.

Consider now a ball B(w0, r0) with maximal radius r0 among the family (2.7). We
claim that ∂B(w0, r0)∩C contains at least two points. Assuming on the contrary that
∂B(w0, r0)∩C contains only one point y1, for all θ such that θ • (y1 −w0) < 0 and for

all ε > 0 sufficiently small, B(w0 + θε, r0) ∩ C = ∅, consequently, by maximality there
exists yε such that

yε ∈ ∂B(w0 + εθ, r0) ∩ ∂B(0, ρ). (2.8)

From (2.8) we infer, as ε → 0, that there is a point y2 ∈ ∂B(w0, r0) ∩ ∂B(0, ρ), which

is unique since r0 > ρ. However, if we choose θ := y2 − y1, we surely have ∂B(w0 +

εθ, r0) ∩ ∂B(0, ρ) = ∅, for sufficiently small ε. This contradicts (2.8). ��
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e. Extreme points

2.22 Definition. Let K ⊂ Rn be a nonempty convex set. A point x0 ∈ K
is said to be an extreme point for K if there are no x1, x2 ∈ K and λ ∈]0, 1[
such that x0 = λx1 + (1− λ)x2.

The extreme points of a cube are the vertices; the extreme points of a
ball are all its boundary points. The extreme points of a set, if any, are
boundary points; in particular, an open convex set has no extreme points.
Additionally, a closed half-space has no extreme points.

2.23 Theorem. Let K ⊂ Rn be nonempty closed and convex.

(i) If K does not contains lines, then K has extreme points.
(ii) If K is compact, then K is the convex hull of its extreme points.

Proof. Let us prove (ii) by induction on the dimension of the smallest affine subspace
containing K. We leave then to the reader the task of proving (i), still by induction.
If n = 1, K is a segment and the claim is trivial. Suppose that the claim holds for
convex sets contained in an affine subspace of dimension n− 1. For x0 ∈ ∂K, let P be
a supporting hyperplane to K at x0. The set K ∩ P is compact and convex, hence by
the inductive assumption, x0 is a convex combination of extreme points of K ∩P, that
are also extreme points of K. If x0 is an interior point of K, every line through x0 cuts
K into a segment of extremes x1 and x2 ∈ ∂K, hence x0 is a convex combination of
extreme points, since so are x1, x2 ∈ ∂K. ��

2.2 Proper Convex Functions

a. Definitions

We have already introduced convex functions of one variable, discussed
their properties and illustrated a few estimates related to the notion of
convexity, see [GM1] and Section 5.3.7 of [GM4]. Here we shall discuss
convex functions of several variables.

2.24 Definition. A function f : K ⊂ Rn → R defined on a convex set
K, is said to be convex in K if

f(λx+(1−λ)y) ≤ λf(x)+(1−λ)f(y) ∀x, y ∈ K, ∀λ ∈ [0, 1]. (2.9)

The function f is said to be strictly convex if the inequality in (2.9) for
x �= y and 0 < λ < 1 is strict.

We say that f : K → R is concave if K is convex and −f : K → R is
convex.

The convexity of K is needed to ensure that the segment {z ∈ Rn | z =
λx + (1 − λ)y, λ ∈ [0, 1]} belongs to the domain of definition of f . The
geometric meaning of the definition is clear: The segment PQ connecting
the point P = (x, f(x)) to Q = (y, f(y)) lies above the graph of the
restriction of f to the segment with extreme points x, y ∈ K.
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2.25 ¶. Prove the following.

(i) Linear functions are both convex and concave; in fact, they are the only functions
that are at the same time convex and concave.

(ii) If f and g are convex, then f+g, αf, α > 0, max(f, g) and λf+(1−λ)g, λ ∈ [0, 1],
are convex.

(iii) If f : K → R is convex and g : I ⊃ f(K) → R is convex and not decreasing, then
g ◦ f is convex.

(iv) The functions |x|p, (1 + |x|2)p/2, p ≥ 1, eθ|x|, θ > 0, and x log x− x, x > 0, are
convex.

b. A few characterizations of convexity

We recall that the epigraph of a function f : A ⊂ Rn → R is the subset of
Rn × R given by

Epi(f) :=
{
(x, z)

∣∣∣x ∈ A, z ∈ R, z ≥ f(x)
}
.

2.26 Proposition. Let f : K ⊂ Rn → R. The following claims are equiv-
alent:

(i) K is convex, and f : K → R is convex.
(ii) The epigraph of f is a convex set in Rn+1.
(iii) For every x1, x2 ∈ K the function ϕ(λ) := f(λx1 + (1 − λ)x2), λ ∈

[0, 1], is well-defined and convex.
(iv) (Jensen’s inequality) K is convex and for any choice of m points

x1, x2, . . . , xm ∈ K, and nonnegative numbers α1, α2, . . . , αm such
that

∑m
i=1 αi = 1, we have

f

( m∑
i=1

αixi

)
≤

m∑
i=1

αif(xi).

Proof. (i) =⇒ (ii) follows at once from the definition of convexity.

(ii) =⇒ (i). Let π : Rn+1 → Rn be the projection map into the first factor, π((x, t)) := x.
Since linear maps map convex sets into convex sets and K = π(Epi(f)), we infer that
K is a convex set, while the convexity of f follows just by definition.

(i)⇒(iii). For λ, t, s ∈ [0, 1] we have

ϕ(λt + (1 − λ)s) = f
(
[λt+ (1− λ)s]x1 + [1− λt− (1 − λ)s]x2

)
= f

(
λ[tx1 + (1 − t)x2] + (1 − λ)[sx1 + (1− s)x2]

)
≤ λϕ(t) + (1− λ)ϕ(s).

(iii)⇒(i). We have

f(λx1 + (1− λ)x2) = ϕ(λ) = ϕ(λ · 1 + (1− λ) · 0)
≤ λϕ(1) + (1− λ)ϕ(0) = λf(x1) + (1− λ)f(x2).

(iv)⇒(i). Trivial.
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(i)⇒(iv). We proceed by induction on m. If m = 1, the claim is trivial. For m > 1, let
α := α1 + · · ·+ αm−1, so that αm = 1− α. We have

m∑
i=1

αixi = α

m−1∑
i=1

αi

α
xi + (1− α)xm,

with 0 ≤ αi/α ≤ 1 and
∑m−1

i=1 (αi/α) = 1. Therefore we conclude, using the inductive
assumption, that

f
( m∑

i=1

αixi

)
≤ αf

(m−1∑
i=1

αi

α
xi

)
+ (1− α)f(xm)

≤ α

m−1∑
i=1

αi

α
f(xi) + (1− α)f(xm) =

m∑
i=1

αixi.

��

From (ii) of Proposition 2.26 and Carathéodory’s theorem, Theo-
rem 2.17, we infer at once the following.

2.27 Corollary. Let K ⊂ Rn be a convex set. The function f : K ⊂
Rn → R is convex if and only if

f(x) := inf
{ n+1∑

i=1

λif(xi)
∣∣∣∀x1, x2, . . . , xn+1 ∈ K such that x =

n+1∑
i=1

λixi,

with λi ≥ 0,

n+1∑
i=1

λi = 1
}
.

Of course, the level sets {x ∈ K | f(x) ≤ c} and {x ∈ K | f(x) < c} of a
convex function f : K → R are convex sets; however, there exist nonconvex
functions whose level sets are convex; for instance, the function x3, x ∈ R,
or, more generally, the composition of a convex function f : K → R with
a monotone function ϕ : R → R.

2.28 Definition. A function with convex level sets is called a quasiconvex
function.1

c. Support function

Let f : K ⊂ Rn → R be a function. We say that a linear function � : Rn →
R is a support function for f at x ∈ K if

f(y) ≥ f(x) + �(y − x) ∀y ∈ K.

1 We notice that “quasiconvex” is used with different meanings in different contexts.
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Figure 2.5. Convex functions and supporting affine hyperplanes.

2.29 Definition. Let f : K → R be a convex function. The set of linear
maps � : Rn → R such that y → f(x) + �(y − x) is a support function for
f at x is called the subdifferential of f at x and denoted by ∂f(x).

Trivially, if � ∈ ∂f(x), then the graph of y �→ f(x)+�(y−x) at (x, f(x))
is a supporting hyperplane for the epigraph of f at (x, f(x)). Conversely, on
account of Proposition 2.30, every affine supporting hyperplane to Epi(f)
is the graph of a linear map belonging to the subdifferential to f at x
provided it contains no vertical vectors. This is the case if f is convex on
an open set, as shown by the following proposition.

2.30 Proposition. Let f : Ω ⊂ Rn → R be a function, where Ω is convex
and open. Then f is convex if and only if for every x ∈ Ω there is a linear
support function for f at x.

Proof. Let f be convex and x ∈ Ω. The epigraph of f is convex and its closure is convex;
moreover, (x, f(x)) ∈ ∂ Epi(f). Consequently, there is a supporting hyperplane P of
Epi(f) at (x, f(x)) that does not contain vertical vectors, otherwise it would divide Ω in
two parts and, as a consequence, the epigraph of f . We then conclude that there exist
a linear map ϕ : Rn → R and constants α, β ∈ R such that P = {(x, y) |ϕ(x)+αy = β}
and

ϕ(x− x) + α(y − f(x)) ≥ 0 ∀(x, y) ∈ Epi(f), α �= 0. (2.10)

Moreover, we have α ≥ 0 since in (2.10) we can choose y arbitrarily large. Thus, α > 0
and, if we set �(x) := −ϕ(x)/α, from (2.10) with y = f(x), we infer

f(x) ≥ f(x) + �(x− x) ∀x ∈ Ω.

Conversely, let us prove that f : Ω → R is convex if it has at every point a linear
support function. Let x1, x2 ∈ Ω, x1 �= x2, and λ ∈]0, 1[, set x0 := λx1 + (1 − λ)x2,

h := x1 − x0, so that x2 = x0 − λ
1−λ

h. Let � be the linear support function for f at x0.

We have

f(x1) ≥ f(x0) + �(h), f(x2) ≥ f(x0)− λ

1− λ
�(h).

Multiplying the first inequality by λ/(1 − λ) and summing to the second, we get

λ

1− λ
f(x1) + f(x2) ≥

(
λ

1− λ
+ 1

)
f(x0),

i.e., f(x0) ≤ λf(x1) + (1− λ)f(x2). ��
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2.31 Remark. A consequence of the above is the following claim that
complements Jensen’s inequality. With the same notation of Proposi-
tion 2.26, if f is strictly convex and αi > 0 ∀i, then the equality

f

( m∑
i=1

αixi

)
=

m∑
i=1

αif(xi) (2.11)

implies that xj = x0 ∀j = 1, . . . ,m where x0 :=
∑m

i=1 αixi. In fact, if
�(x) := f(x0)+ m • (x−x0) is a linear affine support function for f at x0,
the function

ψ(x) := f(x)− f(x0)− m • (x− x0) , x ∈ K

is nonnegative and, because of (2.11),

m∑
i=1

ψ(xi) = 0.

Hence ψ(xj) = 0 ∀j = 1 . . . ,m. Since ψ is strictly convex, we conclude
that xj = x0 ∀j = 1, . . . ,m.

d. Convex functions of class C1 and C2

We now present characterizations of smooth convex function in an open
set.

2.32 Theorem. Let Ω be an open and convex set in Rn and let f : Ω → R
be a function of class C1. The following claims are equivalent:

(i) f is convex.
(ii) For all x0 ∈ Ω, the graph of f lies above the tangent plane to the

graph of f at (x0, f(x0)),

f(x) ≥ f(x0) + ∇fx0 • (x− x0) ∀x0, x ∈ Ω. (2.12)

(iii) The differential of f is a monotone operator, i.e.,(
∇f(y)−∇f(x)

)
• (y − x) ≥ 0 ∀x, y ∈ Ω. (2.13)

Notice that in one dimension the fact that ∇f is monotone means simply
that f ′ is increasing. Actually, we could deduce Theorem 2.32 from the
analogous theorem in one dimension, see [GM1], but we prefer giving a
self-contained proof.
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Proof. (i)=⇒(ii). Let x0, x ∈ Ω and h := x−x0. The function t �→ f(x0 + th), t ∈ [0, 1],
is convex, hence f(x0 + th) ≤ tf(x0 + h) + (1 − t)f(x0), i.e.,

f(x0 + th) − f(x0) ≤ t[f(x0 + h)− f(x0)].

We infer

f(x0 + th)− f(x0)

t
− ∇f(x0) •h ≤ f(x0 + h)− f(x0)− ∇f(x0) •h .

Since for t → 0+ the left-hand side converges to zero, we conclude that the right-hand
side, which is independent from t, is nonnegative.

(ii)=⇒ (i). Let us repeat the argument in the proof of Proposition 2.30. For x ∈ Ω the
map h → f(x) + ∇f(x) •h is a support function for f at x. Let x1, x2 ∈ Ω, x1 �= x2,

and let λ ∈]0, 1[. We set x0 := λx1 + (1 − λ)x2, h := x1 − x0, hence x2 = x0 − λ
1−λ

h.

From (2.12) we infer

f(x1) ≥ f(x0) + ∇f(x0) •h , f(x2) ≥ f(x0)− λ

1− λ
∇f(x0) •h .

Multiplying the first inequality by λ/(1 − λ) and summing to the second we get

λ

1− λ
f(x1) + f(x2) ≥

(
λ

1− λ
+ 1

)
f(x0),

i.e., f(x0) ≤ λf(x1) + (1− λ)f(x2).

(ii)⇒(iii). Trivially, (2.12) yields

f(x) − f(y) ≤ ∇f(x) • (x− y) , f(x)− f(y) ≥ ∇f(y) • (x− y) ,

hence
∇f(y) • (x− y) ≤ f(x) − f(y) ≤ ∇f(x) • (x− y) ,

i.e., (2.13).

(iii)⇒(ii). Assume now that (2.13). For x0, x ∈ Ω we have

f(x) − f(x0) =

∫ 1

0

d

dt
f(tx+ (1− t)x0) dt =

(∫ 1

0
∇f(tx + (1 − t)y) dt

)
• (x− x0)

and (
∇f(tx+ (1− t)y)

)
• (x− x0) ≥ ∇f(x0) • (x− x0) ,

hence

f(x)− f(x0) ≥
(∫ 1

0
∇f(x0) dt

)
• (x− x0) = ∇f(x0) • (x− x0) .

��

Let f belong to C2(Ω). Because of (iii) of Proposition 2.26, f : Ω → R
is convex if and only if for every x1, x2 ∈ Ω the function

ϕ(λ) := f((1− λ)x1 + λx2) λ ∈ [0, 1]

is convex and C2([0, 1]). By Theorem 2.32 ϕ is convex if and only if ϕ′ is
increasing in [0, 1], i.e., if and only if ϕ′′ ≥ 0. Since

ϕ′′(0) =
(
Hf(x1)(x2 − x1)

)
• (x2 − x1) ,

we conclude the following.
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2.33 Theorem. Let Ω ⊂ Rn be an open and convex set of Rn and let
f : Ω → R be a function of class C2(Ω). Then f is convex if and only if
the Hessian matrix of f is nonnegative at every point in Ω,

Hf(x)h •h ≥ 0 ∀x ∈ Ω, ∀h ∈ Rn.

Similarly, one can prove that f is strictly convex if the Hessian matrix of
f is positive at every point in Ω.

Notice that f(x) = x4, x ∈ R, is strictly convex, but Hf(0) = 0.

2.34 ¶. Let f : K ⊂ Rn → R be a convex function, K being convex and bounded.
Prove the following:

(i) In general, f has no maximum points.
(ii) If f is not constant, then f has no interior maximum point; in other words, if f

is not constant, then

f(x) < sup
y∈K

f(y) ∀x ∈ int(K);

possible maximum points lie on ∂K if K is closed.
(iii) if K has extremal points, possible maximum points lie on the extremal points of

K; in the case that K has finite many extremal points, then f has a maximum
point and

max
x∈K

f(x) = max
i=1,N

f(xi).

(iv) In general, f has no minimum points.
(v) The set of minimum points is convex and reduces to a point if f is strictly convex.
(vi) Local minimum points are global minimum points.

In particular, from (iii) it follows that if f : Q → R is convex, Q being a closed cube in
Rn, then f has maximum and the maximum points lie on the vertices of Q.

e. Lipschitz continuity of convex functions

Let f : Q ⊂ Rn → R be a convex function defined on a closed cube Q.
Then it is easy to see that f(x) ≤ sup∂Q f for every x ∈ Q. Moreover,
one sees by downward induction that f has maximum and the maximum
points lie on the vertices of Q, see Exercise 2.34.

2.35 Theorem. Let Ω ⊂ Rn be an open and convex set and let f : Ω → R
be convex. Then f is locally Lipschitz in Ω.

Proof. Let x0 ∈ Ω and let Q(x0, r) be a sufficiently small closed cube contained in Ω
with sides of length 2r parallel to the axes. Since f is convex, f|Q(x0,r) has maximum

value at one of the vertices of Q(x0, r). If

Lr := sup
x∈∂B(x0,r)

f(x),

then Lr < +∞ since ∂B(x0, r) ⊂ Q(x0, r). Let us prove that

|f(x)− f(x0)| ≤ Lr − f(x0)

r
|x− x0| ∀x ∈ B(x0, r). (2.14)

Without loss in generality, we may assume x0 = 0 and f(0) = 0. Let x �= 0 and let
x1 := r

|x|x and x2 := − r
|x|x. Since x1 ∈ ∂B(x0, r) and x = λx1 + (1 − λ)0, λ := |x|/r,

the convexity of f yields
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f(x) ≤ |x|
r

f(x1) ≤ Lr

r
|x|,

whereas, since x2 ∈ ∂B(x0, r) and 0 = λx + (1 − λ)x2, λ := 1/(1 + |x|/r), we have
0 = f(0) ≤ λf(x) + (1 − λ)f(x2) ≤ (1− λ)Lr , i.e.,

−f(x) ≤ 1− λ

λ
Lr =

Lr

r
|x|.

Therefore, |f(x)| ≤ (Lr/r)|x| for all x ∈ B(0, r), and (2.14) is proved.
In particular, (2.14) tells that f is continuous in Ω.
Let K and K1 be two compact sets in Ω with K ⊂⊂ K1 ⊂ Ω and let δ :=

dist(K, ∂K1) > 0. Let M1 denote the oscillation of f in K1,

M1 := sup
x,y∈K1

|f(x)− f(y)|,

which is finite by the Weierstrass theorem. For every x0 ∈ K, the cube centered at x0

with sides parallel to the axes of length 2r, r = δ/
√
n, is contained in K1. It follows

from (2.14) that

|f(x)− f(x0)| ≤ Lr − f(x0)

r
|x− x0| ≤ M1

r
|x− x0| ∀x ∈ K ∩B(x0, r).

On the other hand, for x ∈ K \B(x0, r) we have |x− x0| ≥ r, hence

|f(x)− f(x0)| ≤ M1 ≤ M1

r
|x− x0|.

In conclusion, for every x ∈ K

|f(x)− f(x0)| ≤ M1

r
|x− x0|

and, x0 being arbitrary in K (and M1 and r independent from r and x0), we conclude
that f is Lipschitz-continuous in K with Lipschitz constant smaller than M1/r. ��

Actually, the above argument shows more: A locally equibounded family
of convex functions is also locally equi-Lipschitz.

f. Supporting planes and differentiability

2.36 Theorem. Let Ω ⊂ Rn be open and convex and let f : Ω → R be
convex. Then f has a unique support function at x0 if and only if f is
differentiable at x0.

In this case, of course, the supporting function is the linear tangent map
to f at x0,

y �→ ∇f(x0) •y .

As a first step, we prove the following proposition.

2.37 Proposition. Let Ω ⊂ Rn be open and convex, let f : Ω → R be
convex and let x0 ∈ Ω. For every v ∈ Rn the right and left derivatives
defined by

∂f

∂v+
(x) := lim

t→0+

f(x+ tv)− f(v)

t
,

∂f

∂v−
(x) := lim

t→0−

f(x+ tv)− f(v)

t
,
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exist and ∂f
∂v− (x0) ≤ ∂f

∂v+ (x0). Moreover, for any m ∈ R such that
∂f
∂v− (x) ≤ m ≤ ∂f

∂v− (x), there exists a linear map � : Rn → R such that
f(x) ≥ f(x0) + �(x− x0) ∀x ∈ Ω and �(v) = m.

Proof. Without loss in generality we assume x0 = 0 and f(0) = 0.
The function ϕ(t) := f(tv) is convex in an interval around zero; thus, compare

[GM1], ϕ has right-derivative ϕ′
+(0) and left-derivative ϕ′

−(0) and φ′
−(0) ≤ ϕ′

+(0).

Since ∂f
∂v− (0) = ϕ′−(0) and ∂f

∂v+ (0) = ϕ′
+(0), the first part of the claim is proved.

(ii) If ∂f
∂v− (0) ≤ m ≤ ∂f

∂v+ (0), the graph of the linear map t → mt is a supporting line

for Epi(ϕ) at (0, 0), i.e., for Epi(f)∩V0×R, V0 := Span{v}. We now show that the graph
of the linear function �0 : V0 → R, �0(tv) := mt, extends to a supporting hyperplane to
Epi(f) at (0, f(0)), which is in turn the graph of a linear map � : Rn → R.

Choose a vector w ∈ Rn with w �∈ V0, and remark that for x, y ∈ V0 and r, s > 0
we have

r

r + s
�0(x) +

s

r + s
�0(y) = �0

( r

r + s
x+

s

r + s
y
)

≤ f
( r

r + s
x+

s

r + s
y
)
= f

( r

r + s
(x− sw) +

s

r + s
(y + rw)

)
≤ r

r + s
f(x− sw) +

s

r + s
f(y + rw);

so that multiplying by r + s we get

r�0(x) + s�0(y) ≤ rf(x− sw) + sf(x+ rw),

i.e.,

g(x, s) :=
�0(x) − f(x− sw)

s
≤ f(y + rw)− �0(y)

r
=: h(y, r).

For x ∈ V0 ∩ Ω and s sufficiently small so that x + sw and x − sw ly in Ω, the values
g(x, s) and h(x, s) are finite, hence

−∞ < g(x, s) ≤ sup
V0×R

g(x, s) ≤ inf
V0×R

h(x, s) ≤ h(x, s) < +∞.

Consequently, there exists α ∈ R such that

�0(x) − f(x− sw)

s
≤ −α ≤ f(x+ rw)− �0(x)

r
for all x ∈ V0, r, s ≥ 0 with x− sw, x+ rw ∈ Ω. This yields

�0(x) + αt ≤ f(x+ tw) ∀x ∈ V0, ∀t ∈ R with x+ tw ∈ Ω.

In conclusion, �0 has been extended to the linear function �1 : Span{v, w} → R defined
by �1(v) := �0(v), �1(w) := α for which �1(z) ≤ f(z) for all z ∈ Span{v, w}. Of course,
repeating the argument for finite many directions concludes the proof. ��
Proof of Theorem 2.36. Without loss in generality, we assume x0 = 0 and f(0) = 0.

Suppose that Epi(f) has a unique supporting hyperplane at 0. The restriction of f
to any of the straight lines Span v through 0 has a unique support line since otherwise,
as in Proposition 2.37, we could construct two different hyperplanes supporting Epi(f)

at (0, 0). In particular, ∂f
∂v− (0) = ∂f

∂v+ (0), i.e., f is differentiable in the direction v at
0. Then, from Proposition 2.38, we conclude that f is differentiable at 0.

Conversely, suppose that f is differentiable in any direction and let � : Rn → R be
a linear function, the graph of which is a supporting hyperplane for Epi(f) at (0, 0).
Then �(x) ≤ f(x) for all x ∈ Ω and, for every v ∈ Rn and t > 0 small,

�(v) =
�(tv)

t
≤ f(tv)

t
.

For t → 0+ we get �(v) ≤ ∂f
∂v

(0); replacing v with −v we also have �(−v) ≤ ∂f
∂(−v)

(0),

thus �(v) = ∂f
∂v

(0), i.e., � is uniquely defined. ��
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2.38 Proposition. Let Ω ⊂ Rn be open and convex and let f : Ω → R
be convex. Then f is differentiable at x0 ∈ Ω if and only if f has partial
derivatives at x0.

Proof. We may and do assume that x0 = 0 and f(0) = 0. Therefore, assume f is convex
and has partial derivatives at 0. Additionally,

φ(h) := f(h)− f(0) − ∇f(0) •h , h ∈ Ω,

is convex and has zero partial derivatives at 0. Writing h =
∑n

i=1 h
iei, we have for

every i = 1, . . . , n

φ(nhiei)

nhi
= o(1), hi → 0;

additionally, Jensen’s inequality yields

φ(h) = φ
( 1

n

n∑
i=1

hinei
)
≤ 1

n

n∑
i=1

φ(nhiei).

Using Cauchy’s inequality we then get

φ(h) ≤
n∑

i=1

hi φ(h
inei)

nhi
≤ |h|

( n∑
i=1

∣∣∣φ(hinei)

hin

∣∣∣2)1/2

= |h|ε(h)

where

ε(h) :=

( n∑
i=1

∣∣∣φ(hinei)

hin

∣∣∣2)1/2

.

Notice that ε(h) ≥ 0, and ε(h) → 0 as h → 0. Replacing h with −h we also get

φ(−h) ≤ |h|ε(−h) with ε(−h) ≥ 0, and ε(−h) → 0 as h → 0.

Since φ(h) ≥ −φ(−h) (in fact, 0 = φ((h− h)/2) ≤ φ(h)/2 + φ(−h)/2) we obtain

−|h|ε(−h) ≤ φ(−h) ≤ φ(h) ≤ |h|ε(h)

and conclude that∣∣∣φ(h)
h

∣∣∣ ≤ max(ε(h), ε(−h)), therefore lim
h→0

φ(h)

|h| = 0,

i.e., φ and, consequently, f , is differentiable at 0. ��

2.39 ¶. For f : Ω ⊂ Rn → R and v ∈ Rn set

∂f

∂v+
(x) := lim

t→0+

f(x+ tv) − f(v)

t
.

Assuming that Ω is open and convex and f : Ω ⊂ Rn → R is convex, prove the following:

(i) For all x ∈ Ω and v ∈ Rn, ∂f
∂v+ (x) exists.

(ii) v → ∂f
∂v+ (x), v ∈ Rn, is a convex and positively 1-homogeneous function.

(iii) f(x + v) − f(x) ≥ ∂f
∂v+ (x) for all x ∈ Ω and all v ∈ Rn.

(iv) v → ∂f
∂v+ (x) is linear if and only if f is differentiable at x.
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g. Extremal points of convex functions

The extremal points of convex functions have special features. In Exer-
cise 2.34, for instance, we saw that a convex function f : K → R need
not have a minimum point even when K is compact; moreover, minimizers
form a convex subset of K. We also saw that local minimizers are in fact
global minimizers and that, assuming f ∈ C1(K) and x0 interior to K, the
point x0 is a minimizer for f if and only if Df(x0) = 0. When a minimizer
x0 is not necessarily an interior point, we have the following proposition.

2.40 Proposition. Let Ω be an open set of Rn, K a convex subset of Ω
and f : Ω → R a convex function of class C1(Ω). The following claims are
equivalent:

(i) x0 is a minimum point of f in K.
(ii) Df(x0) • (x− x0) ≥ 0 ∀x ∈ K.
(iii) Df(x) • (x− x0) ≥ 0 ∀x ∈ K.

Proof. (i) ⇔ (ii). If x0 is a minimizer in K, for all x ∈ K and λ ∈]0, 1[ we have

f(x0) ≤ f((1 − λ)x0 + λx),

hence
f(x0 + λ (x− x0))− f(x0)

λ
≥ 0.

When λ → 0, the left-hand side converges to Df(x0) • (x− x0) , hence (ii). Conversely,
since f is convex and of class C1(Ω) we have

f(x) ≥ f(x0) + Df(x0) • (x− x0) ≥ f(x0) ∀x ∈ K,

thus x0 is a minimizer of f in K.

(ii) ⇔ (iii). From Theorem 2.32 we know that Df is a monotone operator

(Df(x) −Df(x0)) • (x− x0) ≥ 0.

Thus (ii) implies (iii) trivially.

(iii) ⇔ (ii). For any x ∈ K and λ ∈]0, 1[ (iii) yields

Df(x0 + λ(x− x0)) • (λ(x− x0)) ≥ 0,

hence for λ > 0
Df(x0 + λ(x− x0)) • (x− x0) ≥ 0.

Since λ → Df(x0 +λ(x−x0)) • (x−x0) is continuous at 0, for λ → 0+ we get (ii). ��

The analysis of maximum points is slightly more delicate. In the 1-
dimensional case a convex function f : [a, b] → R has a maximum point in
a or b. However, in higher dimensions the situation is more complicated.

2.41 Example. The function

f(x, y) :=

⎧⎪⎨⎪⎩
x2

y
if y > 0,

0 if (x, y) = (0, 0)

is convex in {(x, y) | y > 0} ∪ {(0, 0)}, as the reader can verify. Notice that f is discon-
tinuous at (0, 0) and (0, 0) is a minimizer for f .
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Consider the closed convex set

K1 :=
{
(x, y)

∣∣∣ x4 ≤ y ≤ 1
}
.

We have sup∂K1
f(x, y) = +∞ since f(x, x4) = 1/x2 → ∞ as x → 0. Hence the function

f : K1 → R is convex, K1 is compact but f is unbounded on K1.
Consider the compact and convex set

K2 :=
{
(x, y)

∣∣∣x2 + x4 ≤ y ≤ 1
}
.

We have

f(x, y) ≤ x2

x2 + x4
< 1 ∀(x, y) ∈ K2 and sup

(x,y)∈K2

f(x, y) = 1.

Therefore, the function f : K2 → R is convex, defined on a compact convex set, bounded
from above, but has no maximum point.

2.42 Proposition. Let K ⊂ Rn be a convex and closed set that does not
contain straight lines and let f : K → R be a convex function.

(i) If f has a maximum point x, then x is an extremal point of K.
(ii) If f is bounded from above and K is polyhedral, then f has a maxi-

mum point in K.

Proof. The proof is by induction on the dimension. For n = 1, the unique closed convex
subsets of R are the closed and bounded intervals [a, b] or the closed half-lines, and in
this case (i) and (ii) hold. We now proceed by induction on n.

(i) If f has a maximizer in K, then there exists x ∈ ∂K where f attains its maximum
value. Denoting by L the supporting hyperplane of K at x, then f attains its maximum
in L ∩ K that is closed, convex and of dimension n − 1. By the inductive assumption
there exists x̂ ∈ L ∩K which is both an extremal point of L ∩K and a maximizer for
f . Since x needs to be also an extremal point for K, (i) holds in dimension n.

(ii) Let
M := sup

x∈K
f(x) = sup

x∈∂K
f(x).

Since K is polyhedral, we have ∂K = (K ∩L1)∪ · · ·∪ (K ∩LN ), where L1, L2, . . . , LN

are the hyperplanes that define K. Hence

M = sup
x∈K∩Li

f(x) for some i.

However, K ∩Li is polyhedral and dim(K ∩Li) < n. It follows that there is x̂ ∈ K ∩Li

such that f(x̂) = M . ��

2.3 Convex Duality
a. The polar set of a convex set

A basic construction when dealing with convexity is convex duality. Here
we see it as the construction of the polar set.

Let K ⊂ Rn be an arbitrary set. The polar of K is defined as

K∗ :=
{
ξ
∣∣∣ ξ •x ≤ 1 ∀x ∈ K

}
.
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2.43 Example. (i) If K = {x}, x �= 0, then its polar

K∗ =
{
ξ
∣∣∣ ξ •x ≤ 1

}
,

is the closed half-space delimited by the hyperplane ξ •x = 1 and containing the
origin. Notice that ξ •x = 1 is one of the two hyperplanes orthogonal to x at
distance 1/|x| from the origin.

(ii) If K := {0}, then trivially K∗ = Rn,

(iii) If K = B(0, r), then

K∗ = B(0, 1/r).

In fact, if ξ ∈ B(0, 1/r), then ξ •x ≤ ||ξ|| ||x|| ≤ 1
r
r = 1, i.e., B(0, 1/r) ⊂ K∗. On

the other hand, x •y = ||x|| ||y|| if and only if either y = 0 or x is a nonnegative

multiple of y. For all ξ ∈ K∗, if x := r ξ
|ξ| ∈ B(0, r), we have r ||ξ|| = ξ •x =

||x|| ||ξ|| ≤ 1; hence K∗ ⊂ B(0, 1/r).

Since the polar set is characterized by a family of linear inequalities, we
infer the following.

2.44 Proposition. We have the following:

(i) For every nonempty set K, the polar set K∗ is convex, closed and
contains the origin.

(ii) If {Kα}α∈A is a family of nonempty sets of Rn, then( ⋃
α∈A

Kα

)∗
=
⋂
α∈A

K∗
α.

(iii) If K1 ⊂ K2 ⊂ Rn, then K∗
1 ⊃ K∗

2 .
(iv) If λ > 0 and K ⊂ Rn, then (λK)∗ = 1

λK
∗.

(v) If K ⊂ Rn, then (co(K))∗ = K∗.
(vi) (K ∪ {0})∗ = K∗.

Proof. (i) By definition K∗ is the intersection of a family of closed half-spaces containing
0, hence it is closed, convex and contains the origin.

(ii) From the definition( ⋃
α∈A

Kα

)∗
=
{
ξ
∣∣∣ ξ •x ≤ 1 ∀x ∈ ∪α∈AKα

}
=
⋂

α∈A

{
ξ
∣∣∣ ξ •x ≤ 1 ∀x ∈ Kα

}
=
⋂

α∈A
K∗

α.

(iii) Writing K2 = K1∪(K2\K1), it follows from (ii) that K∗
2 ⊂ K∗

1 ∩(K2 \K1)∗ ⊂ K∗
1 .

(iv) ξ ∈ (λK)∗ if and only if ξ •x ≤ 1 ∀x ∈ λK, equivalently, if and only if ξ •λx ≤ 1
∀x ∈ K, i.e., (λξ) •x ≤ 1 ∀x ∈ K, that is, if and only if λξ ∈ K∗.
(v) It suffices to notice that ξ satisfies ξ •x1 ≤ 1 and ξ •x2 ≤ 1 if and only if ξ •x ≤ 1
for every x that is a convex combination of x1 and x2.

(vi) Trivial. ��

2.45 Corollary. Let K ⊂ Rn. Then the following hold.

(i) If 0 ∈ int(K), then K∗ is closed, convex and compact.
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(ii) If K is bounded, then 0 ∈ int(K∗).

Proof. If 0 ∈ int(K), there is B(0, r) ⊂ K, hence, K∗ ⊂ B(0, r)∗ = B(0, 1/r) and K is

bounded. Similarly, if K is bounded, K ⊂ B(0,M), then B(0, 1/M) = B(0,M)∗ ⊂ K∗
and 0 ∈ int(K∗). ��

A compact convex set with interior points is called a convex body. From
the above the polar set of a convex body K with 0 ∈ int(K) is again a
convex body with 0 ∈ intK∗.

The following important fact holds.

2.46 Theorem. Let K be a closed convex set of Rn with 0 ∈ K. Then
K∗∗ = K where K∗∗ := (K∗)∗.

Proof. If x ∈ K, then ξ •x ≤ 1 ∀ξ ∈ K∗, hence x ∈ K∗∗ and K ⊂ K∗∗. Conversely, if
x0 /∈ K, then there is a supporting hyperplane of K

P =
{
x
∣∣∣ η •x = 1

}
that strongly separates K from x, see Theorem 2.6, and, since 0 ∈ K,

η •x < 1 ∀x ∈ K and η •x0 > 1.

The first inequality states that η ∈ K∗, whereas the second states that x0 /∈ K∗.
Consequently, K∗∗ ⊂ K. ��

Later, in Section 2.4, we shall see a few applications of polarity.

b. The Legendre transform for functions of one variable

In Paragraph a. we introduced the notion of convex duality for bodies. We
now discuss a similar notion of duality for convex functions: the Legendre
transform. We begin with functions of one real variable.

Let I be an interval of R and f : I → R be a convex function. Suppose
that f is of class C2 and that f ′′ > 0 in I. Then f ′ : I → R is strictly
increasing and we may describe f in terms of the slope p by choosing for
every p ∈ f ′(I) the unique x ∈ I such that f ′(x) = p and defining the
Legendre transform of f as

Lf (p) := xp− f(x), x := x(p) = (f ′)−1(p), p ∈ f ′(I),

see Figure 2.6. In this way we have a description of f in terms of the
variable p that we say is dual of the variable x. It is easy to prove that
Lf (p) is of class C2 as f and that Lf is strictly convex. In fact, writing
x = x(p) for x = (f ′)−1(p), we compute

(Lf )
′(p) = x(p) + px′(p)− f ′(x(p))x′(p) = x(p), (2.15)

(Lf )
′′(p) = D(x(p)) =

1

D(f ′)(x(p))
=

1

f ′′(x(p))
. (2.16)
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xx(ξ)

y = ξx

y

Lf (ξ)

y = f(x)

ξ

Lf (ξ))

xξ − f(x)

Figure 2.6. A geometric description of the Legendre transform.

c. The Legendre transform for functions of several variables

The previous construction extends to strictly convex functions of several
variables giving rise to the Legendre transform that is relevant in several
fields of mathematics and physics.

Let Ω be an open convex subset of Rn and let f : Ω → R be a function
of class Cs s ≥ 2 with strictly positive Hessian matrix at every point x ∈ Ω.
Denote by Df : Ω → Rn the Jacobian map of f , with Ω∗ := Df(Ω) ⊂ Rn

and ξ the variable in Ω∗. The Jacobian map, or gradient map, is clearly of
class Cs−1, and since

detD(Df)(x) = detHf(x) > 0,

the implicit function theorem tells us that Ω∗ is open and the gradient
map is locally invertible. Actually, the gradient map is a diffeomorphism
from Ω onto Ω∗ of class Cs−1, since it is injective: In fact, if x1 �= x2 ∈ Ω
and γ(t) := x1 + tv, t ∈ [0, 1], v := x2 − x1, we have

(Df(x2)−Df(x1)) •v =

(∫ 1

0

d

ds
(Df(γ(s))) ds

)
•v

=

∫ 1

0

Hf(γ(s))v •v ds > 0,

i.e., Df(x1) �= Df(x2).
Denote by x(ξ) : Ω∗ → Ω the inverse of the gradient map

x(ξ) := [Df ]−1(ξ) or ξ = Df(x(ξ)) ∀ξ ∈ Ω∗.

2.47 Definition. The Legendre transform of f is the function Lf : Ω∗ →
R given by

Lf (ξ) := ξ •x(ξ) − f(x(ξ)), x(ξ) := (Df)−1(ξ). (2.17)

2.48 Theorem. Lf : Ω∗ → R is of class Cs, and the following formulas
hold:
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DLf (ξ) = x(ξ) = (Df)−1(ξ), HLf (ξ) =
(
Hf(x(ξ))

)−1

, (2.18)

Lf (ξ) = ξ •x(ξ) − f(x(ξ)), x(ξ) := Df−1ξ = DLf (ξ), (2.19)

f(x) = ξ(x) •x − Lf (ξ(x)), ξ(x) = Df(x). (2.20)

In particular, if Ω∗ is convex, the Legendre transform f → Lf is involutive,
i.e., LLf

= f .

Proof. Lf is of class Cs−1, s ≥ 1; let us prove that it is of class Cs as f . From
ξ = Df(x(ξ)) we infer

dLf (ξ) = xα(ξ) dξα + ξα dxα − ∂f

∂xα
(x(ξ)) dxα = xα(ξ) dξα,

i.e.,
∂Lf

∂ξα
(ξ) = xα(ξ). Since x(ξ) is of class Cs−1, then Lf (ξ) is also of class Cs, and

DLf (ξ) = x(ξ). Also from Df(x(ξ)) = ξ for all ξ ∈ Ω∗ we infer Hf(x(ξ))Dx(ξ) = Id,
hence

HLf (ξ) = Dx(ξ) =
(
Hf(x(ξ))

)−1
.

In particular, the Hessian matrix of ξ → Lf (ξ) is positive definite. The other claims
now follow easily. ��

If f : Ω ⊂ Rn → R has a positive definite Hessian matrix and Ω is con-
vex, as previously, then f is strictly convex. However, if n ≥ 2, the Legendre
transform of f , Lf : Ω∗ → R, need not be convex since its domain Ω∗ in
general may not be convex as for the Legendre transform of the function
exp(|x|2) defined on the unit cube Ω := {x = (x1, x2, . . . , xn) | maxi |xi| ≤
1}. However, Lf has a strictly positive Hessian matrix, in particular, Lf

is locally convex.
Finally, the following characterization of the Legendre transform holds.

2.49 Proposition. Let f ∈ Cs(Ω), Ω be open and convex, s ≥ 2, and
Hf > 0 in Ω. Then

Lf (ξ) = max
{
ξ •x − f(x)

∣∣∣ x ∈ Ω
}
. (2.21)

Proof. Fix ξ ∈ Ω∗, and consider the concave function g(x) := ξ •x − f(x), x ∈ Ω. The
function x → Dg(x) := ξ −Df(x) vanishes exactly at ξ = Df(x). It follows that g(x)
has an absolute maximum point at x = Df−1(ξ) and the maximum value is Lf (ξ). ��

Later we shall deal with (2.21).

2.4 Convexity at Work

2.4.1 Inequalities

a. Jensen inequality

Many inequalities find their natural context and can be conveniently
treated in terms of convexity. We have already discussed in [GM1] and
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Chapter 4 of [GM4] some inequalities as consequences of the convexity of
suitable functions of one variable. We recall the discrete Jensen’s inequal-
ity.

2.50 Proposition. Let φ : [a, b] → R be a convex function, x1, . . . , xm ∈
[a, b] and αi ∈ [0, 1] ∀i = 1, . . . ,m with

∑m
i=1 αi = 1. Then

φ
( m∑

i=1

αixi

)
≤

m∑
i=1

αiφ(xi).

Moreover, if φ is strictly convex and αi > 0 ∀i, then φ
(∑m

i=1 αixi

)
=∑m

i=1 αiφ(xi) if and only if x1 = · · · = xm.

We now list some consequences of Jensen’s inequality:

(i) (Young inequality) If p, q > 1, 1
p + 1

q = 1, then

ab ≤ ap

p
+

bq

q
∀a, b ∈ R+

with equality if and only if ap = bq.
(ii) (Geometric and arithmetic means) If x1, x2, . . . , xn ≥ 0, then

n
√
x1x2 . . . xn ≤ 1

n

n∑
i=1

xi

with equality if and only if x1 = · · · = xn = 1
n

∑n
i=1 xi.

(iii) (Hölder inequality) If p, q > 1 and 1/p + 1/q = 1, then for all
x1, x2, . . . , xn ≥ 0 and y1, y2, . . . , yn ≥ 0 we have

n∑
i=1

xiyi ≤
( n∑

i=1

xp
i

)1/p( n∑
i=1

yqi

)1/q
,

with equality if and only if either xi = λyi ∀i for some λ ≥ 0 or
y1 = · · · = yn = 0.

(iv) (Minkowski inequality) If p, q > 1 and 1/p+1/q = 1, then for all
x1, x2, . . . , xn ≥ 0 and y1, y2, . . . , yn ≥ 0 we have( n∑

i=1

(xi + yi)
p
)1/p

≤
( n∑

i=1

xp
i

)1/p
+
( n∑

i=1

ypi

)1/p
with equality if and only if either xi = λ yi ∀i for some λ ≥ 0 or
y1 = · · · = yn = 0.

(v) (Entropy inequality) The function f(p) :=
∑n

i=1 pi log pi defined

on K := {p ∈ Rn
∣∣∣ pi ≥ 0,

∑n
i=1 pi = 1} has a unique strict minimum

point at p = (1/n, . . . , 1/n).
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(vi) (Hadamard’s inequality) Since the determinant and the trace of
a square matrix are respectively the product and the sum of the
eigenvalues, the inequality between geometric and arithmetic means
yields

detA ≤
( trA

n

)n
for every matrix A that is symmetric and with nonnegative eigen-
values. Moreover, equality holds if and only if A is a multiple of the
identity matrix. A consequence is that for every A ∈ Mn,n(R) the
following Hadamard’s inequality holds:

(detA)2 ≤
n∏

i=1

|Ai|2

where A1, A2, . . . , An are the columns of A and |Ai| is the length of
the column vector Ai; moreover, equality holds if and only if A is a
multiple of an orthogonal matrix.

b. Inequalities for functions of matrices

Let A ∈ Mn,n(R) be symmetric and let Ax =
∑n

i=1 λi(x •ui )ui be its
spectral decomposition. Recall that for f : R → R, the matrix f(A) is
defined as the n× n symmetric matrix

f(A)(x) :=
n∑

i=1

f(λi)(x •ui )ui.

Notice that A and f(A) have the same eigenvectors with corresponding
eigenvalues λ and f(λ), respectively.

2.51 Proposition. Let A ∈ Mn,n(R) be symmetric and let f : R → R be
convex. For all x ∈ Rn we have

f(x •Ax ) ≤ x •f(A)x .

In particular, if {v1, v2, . . . , vn} is an orthonormal basis of Rn, we have

n∑
j=1

f( vj •Avj ) ≤ tr(f(A)).

Proof. Let u1, u2, . . . , un be an orthonormal basis of Rn of eigenvectors of A with
corresponding eigenvalues λ1, λ2, . . . , λn. Then

x •Ax =
n∑

i=1

λi| x •ui |2, x • f(A)x =
n∑

i=1

f(λi)| x •ui |2,

and, since
∑n

i=1 |x •ui |2 = |x|2, the discrete Jensen’s inequality yields
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f( x •Ax ) = f
( n∑

i=1

λi|x •ui |2
)
≤

n∑
i=1

f(λi)|x •ui |2 = x • f(Ax) .

The second part of the claim then follows easily. In fact, from the first part of the claim,

n∑
j=1

f
(
vj •Avj

)
≤

n∑
j=1

vj • f(A)vj ,

and, since {vj} is orthonormal, there exists an orthogonal matrix R such that vj = Ruj ,
and the spectral theorem yields

n∑
j=1

vj • f(A)vj =
n∑

j=1

uj •RT f(A)Ruj =
n∑

j=1

f(λj ) = tr f(A).

��

2.52 ¶. Show that( N∏
i=1

xi

)1/N

+

( N∏
i=1

yi

)1/N

[ N∏
i=1

(xi + yi)

]1/N =

( N∏
i=1

xi

xi + yi

)1/N

+

( N∏
i=1

yi

xi + yi

)1/N

≤ 1

N

N∑
i=1

xi

xi + yi
+

1

N

N∑
i=1

yi

xi + yi
= 1.

2.53 ¶. Show that if p, q > 1, 1/p + 1/q = 1, then for all x1, x2, . . . , xn ≥ 0,( n∑
i=1

xp
i

)1/p
= max

{ n∑
i=1

xiyi

∣∣∣ yi ≥ 0,
n∑

i=1

yqi = 1
}
.

c. Doubly stochastic matrices

A matrix A = (ajk) ∈ Mn,n(R) is said to be doubly stochastic if

ajk ≥ 0,
n∑

i=1

aik = 1,
n∑

i=1

aji = 1, ∀j, k = 1, . . . , n. (2.22)

Important examples are given by the matrix that in each row and in
each column contains exactly an element equal to 1. They are characterized
by a permutation σ of {1, . . . , n} such that ajk = 1 if k = σ(j) and ajk = 0
if k �= σ(j); for this reason they are called permutation matrices. Clearly,
if (ajk) is a permutation matrix, then ajkxk = xσ(j).

Condition (2.22) defines the space Ωn of doubly stochastic matrices as

the intersection of closed half-spaces and affine hyperplanes of Rn2

, hence
as a closed convex subset of the space Mn,n of n× n matrices.

2.54 Theorem (Birkhoff). The set Ωn of doubly stochastic matrices is a
compact and convex subset of an affine subspace of dimension (n−1)2, the
extremal points of which are the permutation matrices. Consequently, every
doubly stochastic matrix is the convex combination of at most (n− 1)2 +1
permutation matrices.
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Proof. Since ajk ≤ 1, ∀A = (ajk) ∈ Ωn, the set Ωn is bounded, hence compact being
closed. Conditions (2.22) writes as aij ≥ 0 and⎧⎪⎪⎨⎪⎪⎩

ank = 1−∑j<n ajk k < n,

ajn = 1−∑k<n ajk j < n,

ann = 2− n+
∑

j,k<n ajk ,

hence Ωn is the image of the subset P defined by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ajk ≥ 0 j, k < n,∑

j<n ajk ≤ 1 k < n,∑
k<n ajk ≤ 1 j < n,∑
ij ajk ≥ n− 2

(2.23)

through an affine and injective map from R(n−1)2 into Mn,n. Moreover, P has interior
points as, for instance, ajk := A/(n − 1), 1 ≤ j, k < n with (n − 2)/(n − 1) < A < 1,

hence Ωn has dimension (n− 1)2.
Of course, the permutation matrices are extremal points of Ωn. We now prove that

they are the unique extremal points. We first observe that if A = (ajk) is an extremal

point of Ωn, then it has to satisfy at least (n − 1)2 equations of the n2 conditions in
(2.22). Otherwise we could find B := (bjk) �= 0 such that ajk±εbjk , ε small, still satisfies

(2.22); moreover, ajk = 1
2
(ajk + εbjk)+

1
2
(ajk − εbjk) and A would not be an extremal

point. This means that A = (ajk) has at most n2 − (n− 1)2 = 2n− 1 nonzero elements
implying that at least one column has to have one nonzero element, hence 1, and, of
course, the row corresponding to this 1 will have all other elements zero. Deleting this
row and this column we still have an extremal point of Ωn−1; by downward induction
we then reduce to prove the claim for 2× 2 matrices where it is trivially true. ��

We shall now discuss an extension of Proposition 2.51.

2.55 Proposition. Let A be an n×n symmetric matrix, let {u1, . . . , un}
be an orthonormal basis of eigenvectors of A with corresponding eigenval-
ues λ1, λ2, . . . , λn and let v1, v2, . . . , vn be any other orthonormal basis of
Rn. For λ ∈ Rn, set

Kλ :=
{
x ∈ Rn

∣∣∣x = Sλ, S ∈ Ωn

}
.

Then Kλ is convex and we have

( v1 •Av1 , v2 •Av2 , . . . , vn •Avn ) ∈ Kλ.

Moreover, for any convex function f : U ⊃ Kλ → R the following inequal-
ity holds:

f(Av1 •v1 , . . . , Avn •vn ) ≤ f(λσ1 , . . . λσn)

for some permutation σ ∈ Pn.

Proof. The matrix S = (sij), sij := |ui •vj |2 is doubly stochastic. Moreover, on ac-
count of the spectral theorem, vj •Avj =

∑n
i=1 λi| vj •ui |2. Hence Avj •vj = Sj •λ ,

where Sj is the jth column of the matrix S. We then conclude that

( v1 •Av1 , v2 •Av2 , . . . , vn •Avn ) ∈ Kλ.

It is easily seen that g(S) := f(Sλ) : Kλ → R is convex. Therefore g attains its
maximum value at the extremal points of Kλ, which are permutation matrices because
of Birkhoff’s theorem, Theorem 2.54. ��
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Different choices of f now lead to interesting inequalities.

(i) Choose f(t1, t2, . . . , tk) :=
∑k

i=1 ti, so that both f and −f are con-
vex, and, as before, let A be a symmetric n × n matrix and let
{v1, v2, . . . , vn} be an orthonormal basis of Rn. Then for 1 ≤ k ≤ n

the following estimates for
∑k

j=1 Avj •vj holds:

k∑
j=1

λn−j+1 ≤
k∑

j=1

Avj •vj ≤
k∑

j=1

λj , (2.24)

λ1, λ2, . . . , λn being the eigenvalues of A ordered so that λ1 ≥ λ2 ≥
· · · ≥ λn.

(ii) Choose f(t) := (
∏k

i=1 ti)
1/k, k ≥ 1, that is concave on {t ∈ Rn | t ≥

0}, and let A be a symmetric positively semidefinite n × n ma-
trix. Applying Proposition 2.55 to −f , for every orthonormal basis
{v1, v2, . . . , vn} we find for every k, 1 ≤ k ≤ n,( k∏

i=1

λn−i+1

)1/k
≤
( k∏

j=1

Avj •vj
)1/k

(2.25)

λ1, λ2, . . . , λn being the eigenvalues of A ordered so that λ1 ≥
λ2 · · · ≥ λn ≥ 0.
Using the inequality between the geometric and arithmetic means
and (2.24) we also find( k∏

j=1

Avj •vj
)1/k

≤ 1

k

k∑
j=1

Avj •vj ≤ 1

k

k∑
j=1

λj . (2.26)

When k = n we find again

detA =

n∏
j=1

λj ≤
n∏

j=1

Avj •vj ≤
( trA

n

)n
. (2.27)

2.56 Theorem (Brunn–Minkowski). Let A and B be two symmetric
and nonnegative matrices. Then(

det(A+B)
)1/n

≥ (detA)1/n + (detB)1/n,

det(A+B) ≥ detA+ detB.

Proof. Let {v1, v2, . . . , vn} be an orthonormal basis of eigenvectors of A+B. Then(
det(A +B)

)1/n
=
( n∏

i=1

(A +B)vj • vj
)1/n

≥
( n∏

j=1

Avj • vj
)1/n

+
( n∏

j=1

Bvj •vj
)1/n

≥ (detA)1/n + (detB)1/n,
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Figure 2.7. Frontispieces of two volumes about calculus of variations.

where we used Exercise 2.52 in the first estimate and (2.27) in the second one. The
second inequality follows by taking the power n of the first. ��

2.4.2 Dynamics: Action and energy

Legendre’s transform has a central role in the dual description of the dy-
namics of mechanical systems, the Lagrangian and the Hamiltonian mod-
els.

According to the Hamilton or minimal action principle, see Chapter 3,
a mechanical system is characterized by a function L(t, x, v), L : R×RN ×
RN → R called its Lagrangian, and its motion t → x(t) ∈ RN satisfies the
following condition: If at times t1 and t2, t1 < t2, the system is at positions
x(t1) and x(t2) respectively, then the motion in the interval of time [t1, t2]
happens in such a way as to make the action

A(x) :=

∫ t2

t1

L(t, x(t), x′(t)) dt

stationary. More precisely, x(t) is the actual motion from x(t1) to x(t2)
if and only if for any arbitrary path γ(t) with values in RN such that
γ(t1) = γ(t2) = 0, we have

0 =
d

dε
A(x + εγ)

∣∣∣∣
ε=0

=
d

dε

∫ t2

t1

L
(
t, x(t) + εγ(t), x′(t) + εγ′(t)

)
dt

∣∣∣∣
ε=0

.

Differentiating under the integral sign, we find
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0 =

∫ t2

t1

N∑
i=1

(
Lxiγi(t) + Lviγi′(t)

)
dt

=

∫ t2

t1

N∑
i=1

(
Lxi − d

dt
Lvi

)
γi(t) dt+

N∑
i=1

Lviγi(t)

∣∣∣∣t2
t1

=

∫ t2

t1

N∑
i=1

(
Lxi − d

dt
Lvi

)
γi(t) dt

for all γ : [t1, t2] → RN , γ(t1) = γ(t2) = 0, where

Lxi :=
∂L

∂xi
(t, x(t), x′(t)), Lvi :=

∂L

∂vi
(t, x(t), x′(t)).

As a consequence of the fundamental lemma of the Calculus of Variations,
see Lemma 1.51, the motion of the system is a solution of the Euler–
Lagrange equations

d

dt
Lvi(t, x(t), x′(t)) = Lxi(t, x(t), x′(t)) ∀i = 1, . . . , N. (2.28)

This is an invariant way (with respect to changes of coordinates) of ex-
pressing Newton’s law of dynamics. We notice that (2.28) are N ordinary
differential equations of second order in the unknown x(t).

There is another equivalent way of describing the law of dynamics at

least when the Lagrangian L is of class C2 and det ∂2L
∂v2 > 0, i.e., L ∈

C2(R×RN ×RN ) and v → L(t, x, v) is strictly convex for all (t, x). As we
have seen, in this case the function

v −→ p := Lv(t, x, v) =
∂

∂v
L(t, x, v)

is globally invertible with inverse function v = ψ(t, x, p) of class C2 and
we may form the Legendre transform of L with respect to v

H(t, x, p) := p •v − L(t, x, v), v := ψ(t, x, p),

called the Hamiltonian or the energy of the system. For all (t, x, p) we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
p =

∂L

∂v
(t, x, v),

L(t, x, v) +H(t, x, p) = p •v ,

Ht(t, x, p) + Lt(t, x, v) = 0,

Hx(t, x, p) + Lx(t, x, v) = 0,

v = ψ(t, x, p)

and, as we saw in (2.18),

Hp(t, x, p) = v = ψ(t, x, p).
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For a curve t → x(t), if we set v(t) = x′(t) and p(t) := Lv(t, x(t), x
′(t)),

we have ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v(t) = x′(t) = ψ(t, x(t), p(t)),

L(t, x(t), v(t)) +H(t, x(t), p(t)) = p(t) •v(t) ,

Ht(t, x(t), p(t)) + Lt(t, x(t), v(t)) = 0,

Hx(t, x(t), p(t)) + Lx(t, x(t), v(t)) = 0.

Consequently, t → x(t) solves Euler–Lagrange equations (2.28), that can
be written as ⎧⎪⎪⎨⎪⎪⎩

dx

dt
= v(t),

d

dt
Lv(t, x(t), v(t)) = Lx(t, x(t), v(t))

if and only if⎧⎪⎨⎪⎩
x′(t) = Hp(t, x(t), p(t)),

p′(t) =
d

dt
Lv(t, x(t), v(t)) = Lx(t, x(t), v(t)) = −Hx(t, x(t), p(t)).

Summing up, t → x(t) solves the Euler–Lagrange equations if and only
if t → (x(t), p(t)) ∈ R2N solves the system of 2N first order differential
equations, called the canonical Hamilton system{

x′(t) = Hp(t, x(t), p(t)),

p′(t) = −Hx(t, x(t), p(t)).

We emphasize the fact that, if the Hamiltonian does not depend explic-
itly on time (autonomous Hamiltonians), H = H(x, p), then H is constant
along the motion,

d

dt
H(x(t), p(t)) =

∂H

∂x
•x′ +

∂H

∂p
•p′ = p′ •x′ − x′ •p′ = 0.

We shall return to the Lagrangian and Hamiltonian models of mechan-
ics in Chapter 3.

2.4.3 The thermodynamic equilibrium

Here we briefly hint at the use of convexity in the discussion of the ther-
modynamic equilibrium by J. Willard Gibbs (1839–1903).

For the sake of simplicity we consider a quantity of N moles of a simple
fluid, i.e., of a fluid in which equilibrium points may be described in terms
of the following six thermodynamic variables:
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Figure 2.8. J. Willard Gibbs (1839–1903)
and the frontispiece of Gibbs Sympo-
sium at Yale.

(i) V , the volume,
(ii) p, the pressure,
(iii) T , the absolute temperature,
(iv) U , the internal energy,
(v) S, the entropy,
(vi) μ, the chemical potential,
(vii) N , the number of moles.

For simple fluids, Gibbs provided a description of the thermodynamic equi-
librium which is compatible with the thermodynamic laws established a
few years earlier by Rudolf Clausius (1822–1888). In modern terms and
freeing our presentation from experimental discussions, Gibbs assumed
the following:

(i) The balance law, called the fundamental equation,

TdS = dU + p dV + μ dN (2.29)

in the variable domains T > 0, V > 0, U > 0, p > 0, N > 0, μ ∈ R
and S ∈ R.

(ii) The equilibrium configurations can be parametrized either by the
independent variables S, V and N or by the independent variables
U, V and N , and, at equilibrium, the other thermodynamic quantities
are functions of the chosen independent variables.

(iii) The entropy function S = S(U, V,N) is of class C1 and positively
homogeneous of degree 1,

S(λU, λV, λN) = λS(U, V,N), ∀λ > 0.
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(iv) The entropy function S = S(U, V,N) is concave.
(v) The free energy function U = U(S, V,N) is of class C1, convex and

positively homogeneous of degree 1.

A few comments on (i), (ii), . . . , (v) are appropriate:

(i) The fundamental equation (2.29) contains the first principle of ther-
modynamics : the elementary mechanic work done on a system plus
the differential of the heat furnished to the system plus the variation
of moles is an exact differential p dV − T dS + μ dN = −dU .

(ii) The homogeneity of S amounts, via (2.29), to the invariance at equi-
librium of temperature, pressure and chemical potential when moles
change.

(iii) The assumption of C1-regularity of the entropy function, in addition
to being useful, is essential in order to deduce the Gibbs necessary
condition for the existence of coexisting phases.

(iv) If we choose as independent variables the internal energy U , the vol-
ume V and the number of moles N , then S, T and V are functions of
(U, V,N). The fundamental equation then allows us to compute the
absolute temperature and the chemical potential as partial deriva-
tives of the entropy function S = S(U, V,N), that thus describes the
whole system, finding2

1

T
=
( ∂S
∂U

)
V,N

,
p

T
=
( ∂S
∂V

)
U,N

,
μ

T
=
( ∂S
∂N

)
U,V

. (2.30)

(v) The function U → S(U, V,N) is strictly increasing. Therefore, we
can replace the independent variables (U, V,N) with the variables
(S, V,N) and obtain an equivalent description of the equilibrium of
the fluid in terms of the internal energy function U = U(S, V,N),
concluding that

T =
(∂U
∂S

)
V,N

, −p =
(∂U
∂V

)
S,N

, μ =
( ∂U
∂N

)
S,V

.

(vi) The concavity of the entropy function is a way to formulate the second
principle of thermodynamics. Consider, in fact, two quantities of the
same fluid with parameters at the equilibrium x1 := (U1, V1, N1) and
x2 := (U2, V2, N2), and a quantity of N1 + N2 moles of the same
fluid with volume V1 + V2 and internal energy U1 + U2. The second
principle of thermodynamics states that the entropy has to increase

S(x1 + x2) ≥ S(x1) + S(x2).

Because of the arbitrariness of x1 and x2 and the homogeneity of S,
we may infer

2 Here we use the symbolism of physicists. For instance, by
(

∂S
∂U

)
V,N

we mean that

the function S is seen as a function of the independent variables (U, V,N) and that
it is differentiated with respect to U and, consequently, the resulting function is a
function of (U, V,N).
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S((1−α)x1 +αx2) ≥ (1−α)S(x1)+αS(x2) ∀x1, x2, ∀α ∈ [0, 1],

i.e., S(x) = S(U, V,N) is a concave function.
(vii) Similar arguments may justify the homogeneity and convexity of the

internal energy function.

Gibbs’s conclusion is that a simple fluid is described by a 3-dimensional
surface which is at the same time the graph of S(x), x = (U, V,N) ∈
R+×R+×R+ (concave, positively homogeneous of degree one and of class
C1) and the graph of the function U(y), y = (S, V,N) ∈ R × R+ × R+,
convex, positively homogeneous of degree one and of class C1.

Since S is positively homogeneous, it is determined by its values when
restricted to a “section”, i.e., by its values when the energy, the volume
or the number of moles is prescribed. For instance, assuming N = 1 and
denoting by (u, v) the internal energy and the volume per mole, the entropy
function per mole

s(u, v) := S(u, v, 1),

describes the equilibrium of a mole of the matter under scrutiny and from
(2.30)

1

T (u, v)
=
( ∂s
∂u

)
v
,

p(u, v)

T (u, v)
=
(∂s
∂v

)
u
. (2.31)

Clearly, s(u, v) is concave and the entropy S for N moles by homogeneity
is given by

S(U, V,N) = NS
(U
N

,
V

N
, 1
)
= N s

(U
N

,
V

N

)
.

In particular, differentiating we get

1

T (U, V,N)
=

∂s

∂u

(U
N

,
V

N

)
,

p(U, V,N) =
∂s

∂v

(U
N

,
V

N

)
,

μ(U, V,N) = s
(U
N

,
V

N

)
− 1

T

U

N
− p

V

N
,

and (2.29) transforms into

T ds = du+ p dv.

a. Pure and mixed phases

Gibbs also provided a description of the coexistence of different phases
in terms of an analysis of the graph of a convex function. Let s(x), x ∈
R+×R+, be a convex function in the variables x := (u, v). We say that the
phase x is pure for a liquid if (x, s(x)) is an extreme point of the epigraph
of f . The other points are called points of coexistent phases : These are
points x for which (x, f(x)) is a convex combination of the extreme points
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(xi, f(xi)) of the epigraph Epi(f) of f . Since Epi(f) has dimension 3,
Corollary 2.27 tells us that the boundary of Epi(f) splits into three sets

Σ0 :=
{
extreme points of Epi(f)

}
,

Σ1 :=
{
linear combinations of two points in Σ0

}
,

Σ2 :=
{
linear combinations of three points of Σ0

}
corresponding to equilibrium with pure phases, with two mixed phases and
three mixed phases, respectively.

A typical situation is the one in which the pure phases are of three
different types, as for water: solid, liquid and gaseous states. Then Σ1

corresponds to the situation in which two states of the liquid coexist, and
Σ3 corresponds to states in which the three states are present at the same
time.

2.57 Proposition. Let f : Ω ⊂ Rn → R be a convex function of class
C1 and let x1, x2, . . . , xk be k points in Ω. A necessary and sufficient
condition for the existence of x ∈ Ω, x �= xi ∀i, such that

(x, f(x)) =
k∑

i=1

αi(xi, f(xi)) with
k∑

i=1

αi = 1, αi ∈ [0, 1] (2.32)

is that the supporting hyperplanes to f at the points x1, x2, . . . , xk are the
same plane. In particular, Df(x) is then constant in the convex envelope
of x1, x2, . . . , xk.

Proof. Let M := co({x1, x2, . . . , xk}). The convexity of f(x) implies that f is linear
affine in M ,

(x, f(x)) =
k∑

i=1

αi(xi, f(xi)),
k∑

i=1

αi = 1, αi ∈]0, 1[,

for all x ∈ M if and only if (2.32) holds. In this case the segment joining any two points
a, b ∈ M is contained in the support hyperplanes of f at a and at b. On the other hand,
a support hyperplane to f at b that contains the segment joining (a, f(a)) with (b, f(b))
is also a supporting hyperplane to f at a. Since f is of class C1, f has a unique support
hyperplane at a, z = ∇f(a)(x−a)+ f(a), hence the support hyperplanes to f at a and
b must coincide, and ∇f(x) is constant in M . ��

In the context of thermodynamics of simple fluids, the previous propo-
sition when applied to the entropy function, see (2.31), yields the following
statement.

2.58 Proposition (Gibbs). In a simple fluid with entropy function of
class C1 two or three phases may coexists at the equilibrium only if they
are at the same temperature and the same pressure.
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In principle, we may describe the thermodynamic equilibrium in terms
of entropy function in the dual variables of the energy and volume, i.e., in
terms of the absolute temperature and pressure. However, first we need to
write s = s(T, p) and V = V (T, p). The Legendre duality formula turns
out to be useful. In fact, starting from the internal energy U := U(S, V,N)
that can be obtained inverting the entropy function S = S(U, V,N), we
consider the internal energy per mole, u(s, v) := U(s, v, 1), for which we
have

du = T ds− p dv.

The dual variables of (u, v) are then (T,−p): the absolute temperature T
and minus the pressure p. At this point, we introduce Gibbs’s energy as

G(T, p) := sup
s,v

{
u(s, v) + pv − Ts

}
and observe that G(−T, p) is the Legendre transform of the concave func-
tion −u,

G(T, p) = Lu(T,−p).

Therefore, at least in the case where u is strictly convex, we infer

s = −
(∂G
∂T

)
p
, v =

(∂G
∂p

)
T
.

2.4.4 Polyhedral sets
a. Regular polyhedra

We recall that a set K is said to be polyhedral if it is the intersection
of finitely many closed half-spaces. A bounded polyhedral set is called a
polyhedron.

Consider a convex polygon K containing the origin with vertices
A1, A2, . . . , AN . The vertices are the extreme points of K ⊂ Rn and
K = co({A1, A2, . . . , AN}), hence, compare Proposition 2.44,

K∗ = {A1, A2, . . . , AN}∗ =

N⋂
i=1

{Ai}∗

and, compare Theorem 2.46,K = (K∗)∗. Accordingly,K∗ is a polyhedron,
the intersection of the N half-spaces containing the origin and delimited
by the hyperplanes {ξ | ξ •Ai = 1} in Rn, see Figure 2.9.

2.59 ¶. The reader is invited to compute the polar sets of various convex sets of the
plane.

The construction works in the same way in all Rn’s, n ≥ 2. Though
difficult to visualize, and cumbersome to check, in R3, the polar set of a
regular tetrahedron centered at the origin is a regular tetrahedron centered
at the origin, the polar set of a cube centered at the origin is an octahedron
centered at the origin, and the polar set of a dodecahedron centered at the
origin is an icosahedron centered at the origin.
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(−1, 1) (1, 1)

(1,−2)(−1,−2)

(1, 1)

(1,−2)

(−1, 1)

(−1,−2)

Figure 2.9. The polar set of a rectangle that contains the origin.

b. Implicit convex cones

Polyhedral sets that are cones play an important role. Let us start with
cones defined implicitly by a matrix A ∈ Mn,N (R) and a vector b ∈ Rn as

K :=
{
x ∈ RN

∣∣∣ x ≥ 0, Ax = b
}

(2.33)

where if x = (x1, x2, . . . , xN ), x ≥ 0 stands for xi ≥ 0 ∀i = 1, . . . , N . In
this case, K is a convex polyhedral closed set of Rn that does not contain
straight lines, hence, see Theorem 2.23, K does have extreme points. They
are characterized as follows.

2.60 Definition. Let K be as in (2.33). We say that x ∈ K is a base
point of K if either x = 0 (in this case 0 ∈ K) or, if α1, α2, . . . , αk are
the indices of the nonzero components of x, the columns Aα1 , . . . Aαk

of A
are linearly independent.

2.61 Theorem. Let K be as in (2.33). Extreme points of K are all and
only the base points of K.

Proof. Clearly, if 0 ∈ K, then 0 is an extreme point of K. Suppose that x =
(x1 . . . , xk, 0,. . . ,0) ∈ K, xi > 0 ∀i = 1, . . . , k, is a base point for K, and, contrary
to the claim, x is not an extreme point for K. Then there are y, z ∈ K, y �= z, such that
x = (y + z)/2. Since x, y, z ∈ K, it would follow that y = (y1, y2, . . . , yk , 0, . . . , 0),

z = (z1, z2, . . . , zk, 0, . . . , 0) and b =
∑k

i=1 y
iAi =

∑k
i=1 z

iAi. Since A1, A2, . . . , Ak

are linearly independent, we would then have y = z, a contradiction.
Conversely, suppose that x is a nonzero extreme point of K and that x =

(x1, x2, . . . , xk, 0, . . . , 0) with xi > 0 ∀i = 1, . . . , k. Then

x1A1 + · · ·+ xkAk = b.

We now infer that A1, A2, . . . , Ak are linearly independent. Suppose they are not in-
dependent, i.e., there is a nonzero y = (y1, y2, . . . , yk , 0, . . . , 0) such that

y1A1 + · · ·+ ykAk = 0.

Now we choose θ > 0 in such a way that u := x + θ y and v := x − θ y still have
nonnegative coordinates and u, v ∈ K. Then x = (u+ v)/2, u �= v, and x would not be
an extreme point. ��
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2.62 Remark. Actually, Theorem 2.61 provides us with an algorithm for
computing the extreme points of a polyhedral convex set as base points.
Since base points correspond to a choice of linearly independent columns,
Theorem 2.61 shows that K has finitely many extreme points.

The next proposition shows the existence of a base point without any ref-
erence to the convex set theory. We include it for the reader’s convenience.

2.63 Proposition. Let K �= ∅ be as in (2.33). Then K has at least one
base point.

Proof. Of course, there is a point x with minimum, say k, nonzero components such
that Ax = b and no x′ ≥ 0 with Ax′ = b and number of components nonzero < k.

Let α1, . . . , αk be the indices of nonzero components of x. We now prove that
the columns Aα1 , . . . , Aαk are linearly independent, i.e., that x is a base point of K.
Suppose they are not independent, i.e.,

k∑
i=1

θiAαi = 0

where θ1, θ2, . . . , θk are not all zero. We may assume that at least one of the θi is
positive. Then

b =
k∑

i=1

Aαixi =
k∑

i=1

Aαi(xi − λθi)

for all λ ∈ R. However, for

λ := min
{xi

θi

∣∣∣ θi > 0
}

=:
xi0

θi0

we have xi0 − λθi0 = 0. It follows that x′ := x− λθ ≥ 0, b = A′x′ and x′ has a number
of nonzero components less than k, a contradiction. ��

c. Parametrized convex cones

Particularly useful are the finite cones, i.e., cones generated by finitely
many points, A1, A2, . . . , AN ∈ Rn. They have the form

C :=
{ N∑

i=1

xiAi

∣∣∣xi ≥ 0, i = 1, . . . , N
}

and with the notation rows by columns, they can be written in a compact
form as

C := {y ∈ Rn
∣∣∣ y = Ax, x ≥ 0}

where A ∈ Mn,N is the n×N matrix

A = [A1 |A2 | . . . |AN ].

Trivially, a finite cone is a polyhedral set that does not contain straight
lines, hence has extreme points. We say that a finite cone is a base cone if
it is generated by linearly independent vectors.
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2.64 Proposition. Every finite cone C is convex, closed and contains the
origin.

Proof. Trivially, C is convex and contains the origin. so it remains to prove that C is

closed. Let A ∈ Mn,N be such that C =
{
y = Ax | x ≥ 0

}
. C is surely closed if A

has linearly independent columns, i.e., if A is injective. In fact, in this case the map
x → Ax has a linear inverse, hence it is a closed map and C = A({x ≥ 0}). For the
general case, consider the cones C1, . . . , Ck associated to the submatrices of A that
have linearly independent columns. As we have already remarked C1, . . . , Ck are closed
sets. We claim that

C = C1 ∪ C2 ∪ · · · ∪ Ck , (2.34)

hence C is closed, too. In order to prove (2.34), observe that since every cone generated
by a submatrix of A is contained in C, we have Ci ⊂ C ∀i. On the other hand, if b ∈ C,
Proposition 2.63 yields a submatrix A′ of A with linearly independent columns such
that b = A′x′ for some x′ ≥ 0, i.e., b ∈ ∪iCi. ��

The following claims readily follow from the results of Paragraph a.

2.65 Corollary. Let C1 and C2 be two finite cones in Rn. Then

(i) if C1 ⊂ C2, then C∗
2 ⊂ C∗

1 ,
(ii) C∗

1 ∪ C∗
2 = (C1 ∩C2)

∗,
(iii) C1 = C∗∗

1 .

Finally, let us compute the polar set of a finite cone.

2.66 Proposition. Let C = {Ax |x ≥ 0}, A ∈ Mn,N (R). Then

C∗ =
{
ξ
∣∣∣AT ξ ≤ 0

}
(2.35)

and

C∗∗ :=
{
x
∣∣∣ x • ξ ≤ 0 ∀ξ such that AT ξ ≤ 0

}
. (2.36)

Proof. Since C is a cone, we have

C∗ =
{
ξ
∣∣∣ ξ • b ≤ 1 ∀b ∈ C

}
=
{
ξ
∣∣∣ ξ • b ≤ 0 ∀b ∈ C

}
.

Consequently,

C∗ =
{
ξ
∣∣∣ ξ •Ax ≤ 0 ∀x ≥ 0

}
=
{
ξ
∣∣∣ AT ξ •x ≤ 0 ∀x ≥ 0

}
=
{
ξ
∣∣∣AT ξ ≤ 0

}
and

C∗∗ =
{
x | x • ξ ≤ 1 ∀ξ ∈ C∗

}
=
{
x | x • ξ ≤ 0 ∀ξ ∈ C∗

}
=
{
x | x • ξ ≤ 0 ∀ξ such that AT ξ ≤ 0

}
.

��
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d. Farkas–Minkowski’s lemma

2.67 Theorem (Farkas–Minkowski). Let A ∈ Mn,N (R) and b ∈ Rn.
One and only one of the following claims holds:

(i) Ax = b has a nonnegative solution.
(ii) There exists a vector y ∈ Rn such that AT y ≥ 0 and y • b < 0.

In other words, using the same notations as in Theorem 2.67, the claims

(i) x is a nonnegative solution of Ax = b,
(ii) if AT y ≤ 0, then y • b ≤ 0

are equivalent.

Proof. The claim is a rewriting of the equality C = C∗∗ in the case of finite cones,
and, ultimately, a direct consequence of the separation property of convex sets. Let
C := {Ax |x > 0}. Claim (i) rewrites as b ∈ C, while, according to (2.36), claim (ii)
rewrites as b /∈ C∗∗. ��

2.68 Example (Fredholm alternative theorem). The Farkas–Minkowski lemma,
equivalently the equality C = C∗∗ for finite cones, can be also seen as a generalization
of the Fredholm alternative theorem for linear maps: Im(A) = (kerAT )⊥. In fact, if
b = Ax, A ∈ Mn,N , and if we write x = u − v with u, v ≥ 0, the equation Ax = b
rewrites as

b =

⎛⎝ A −A

⎞⎠
⎛⎜⎜⎝
u

v

⎞⎟⎟⎠ , u, v ≥ 0.

Therefore, b ∈ ImA if and only if the previous system has a nonnegative solution. This
is equivalent to saying that the alternative provided by the Farkas lemma is not true;
consequently,

if

⎛⎜⎜⎜⎜⎜⎜⎝
AT

−AT

⎞⎟⎟⎟⎟⎟⎟⎠ ξ ≤ 0, then b • ξ ≤ 0

i.e.,
b • ξ ≤ 0 for all ξ such that AT ξ = 0

and, in conclusion,
b • ξ = 0 for all ξ such that AT ξ = 0,

i.e., b ∈ (kerAT )⊥.

2.69 ¶. Let A ∈ Mm,n(R) and b ∈ Rm and let K be the closed convex set

K := {x ∈ Rn
∣∣∣Ax ≥ b, x ≥ 0}.

Characterize the extreme points of K.
[Hint. Introduce the new variables, called slack variables x′ ≥ 0, so that the constraints
Ax ≥ b become

A′
(

x

x′

)
= b, A′ :=

⎛⎝ A − Id

⎞⎠ .

Set K ′ := {z
∣∣∣A′z ≥ b, z ≥ 0}. Show that x is an extreme point for K if and only if

z := (x, x′) with x′ := Ax− b is an extreme point for K ′.]
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Figure 2.10. Gaspard Monge (1746–
1818) and the frontispiece of the
Principes de la théorie des richesses di
Antoine Cournot (1801–1877).

2.70 ¶. Prove the following variants of the Farkas lemma.

Theorem. Let A ∈ Mn,N (R) and b ∈ Rn. One and only one of the following alterna-
tives holds:

◦ Ax ≥ b has a solution x ≥ 0.
◦ There exists y ≤ 0 such that AT y ≥ 0 and b •y < 0.

Theorem. Let A ∈ Mn,N (R) and b ∈ Rn. One and only one of the following alterna-
tives holds:

◦ Ax ≤ b has a solution x ≥ 0.
◦ There exists y ≥ 0 such that AT y ≥ 0 and b •y < 0.

[Hint. Introduce the slack variables, as in Example 2.68.]

2.4.5 Convex optimization

Let f and ϕ1, ϕ2, . . . , ϕm : Rn → R be functions of class C1. Here we
discuss the constrained minimum problem

f(x) → min in F :=
{
x ∈ Rn

∣∣∣ϕj(x) ≤ 0, j = 1, . . . ,m
}

(2.37)

and, in particular, we present necessary and sufficient conditions for its
solvability, compare also Section 4.

Let ϕ := (ϕ1, . . . , ϕm) : Rn → Rm and let x0 be a minimum point
for f in F . If ϕj(x0) < 0 ∀j, ϕ(x0) < 0 for short, then x0 is interior to
F and Fermat’s theorem implies Df(x0) = 0. If ϕ(x0) = 0, then x0 is a
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minimum point constrained to ∂F := {x ∈ Rn |ϕ(x) = 0}. Consequently,
if the Jacobian matrix Dϕ(x0) has maximal rank so that ∂F is a regular
submanifold in a neighborhood of x0, we have

Df(x0)(v) = 0 ∀v ∈ Tanx0 ∂F ,

i.e.,
∇f(x0) ⊥ Tanx0 ∂F ,

and, from Lagrange’s multiplier theorem (or Fredholm’s alternative the-
orem) we infer the existence of a vector λ0 = (λ0

1, . . . , λ
0
m) ∈ Rm such

that

Df(x0) =

m∑
j=1

λ0
jDϕj(x0).

In general, it may happen that ϕj(x0) = 0 for some j and ϕj(x0) < 0
for the others. For x ∈ F , denote by J(x) the set of indices j such that
ϕj(x) = 0. We say that the constraint ϕj is active at x if j ∈ J(x).

2.71 Definition. We say that a vector h ∈ Rn is an admissible direction
for F at x ∈ F if there exists a sequence {xk} ⊂ F such that

xk �= x ∀k, xk → x as k → ∞ and
xk − x

|xk − x| →
h

|h| .

The set of the admissible directions for F at x is denoted by Γ(x). It is
easily seen that Γ(x) is a closed cone not necessarily convex. Additionally,
it is easy to see that Γ(x) is the set of directions h ∈ Rn for which there is
a regular curve r(t) in F with r(0) = x and r′(0) = h.

Denote by Γ̃(x) the cone with vertex at zero, this time convex, of the
directions that “point to F”,

Γ̃(x) :=
{
h ∈ Rn

∣∣∣ ∇ϕj(x) •h ≤ 0 ∀j ∈ J(x)
}
;

it is not difficult to prove that Γ(x) ⊂ Γ̃(x).

2.72 Definition. We say that the constraints are qualified at x ∈ F if

Γ(x) = Γ̃(x).

Not always are the constraints qualified, see Example 2.76. The fol-
lowing proposition gives a sufficient condition which ensures that the con-
straints are qualified.

2.73 Proposition. Let ϕ = (ϕ1, ϕ2, . . . , ϕm) : Rn → Rm be of class C1,
F := {x ∈ Rn |ϕ(x) ≤ 0} and x0 ∈ F . If there exists h ∈ Rn such that for
all j ∈ J(x0) we have

(i) either ∇ϕj(x0) •h < 0
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(ii) or ϕj is affine and ∇ϕj(x0) •h ≤ 0,

then the constraints {ϕj} are qualified at x0. Consequently, the constraints
are qualified at x0 if one of the following conditions holds:

(i) There exists x ∈ F such that ∀j ∈ J(x0), either ϕj is convex and
ϕj(x) < 0, or ϕj is affine and ϕj(x) ≤ 0.

(ii) The vectors ∇ϕj(x0), j ∈ J(x0), are linearly independent.

Proof. Step 1. Let us prove that Γ̃(x0) ⊂ Γ(x0). Let h be such that ∇ϕj(x0) •h ≤ 0.

We claim that for every δ > 0 we have h+ δh ∈ Γ(x0), thus concluding that h ∈ Γ(x0),
Γ(x0) being closed.

Choose a positive sequence {ek} such that εk → 0 and consider the sequence {xk}
defined by xk := x0 + εk(h + δh). Trivially xk → x0 and xk−x0

|xk−x0| = h+δh

|h+δh| , thus

h+ δh ∈ Γ(x0) if we prove that xk ∈ F for k large. Let j ∈ J(x0). If ∇ϕj(x0) •h < 0,
then

∇ϕj(x0) • (h+ δh) < 0

and, since
ϕj(xk) = ϕj(x0) + εk ∇ϕj(x0) • (h+ δh) + o(εk),

we conclude that ϕj(xk) < 0 for k large. If ϕj is affine and ∇ϕj(x0) •h ≤ 0, then

ϕj(xk) = ϕj(x0) + εk ∇ϕj(x0) •h+ δh ≤ 0.

Step 2. Let us now prove the second part of the claim. Let h := x− x0 and j ∈ J(x0).
If ϕj is convex, we have

∇ϕj(x0) •h ≤ ϕ(x) < 0,

whereas if ϕj is affine, we have

∇ϕj(x0) •h = ϕ(x) ≤ 0.

Therefore, (i) follows from Step 1.
We now assume that J(x0) = {1, 2 . . . , p}, 1 ≤ p ≤ n, and let ϕ := (ϕ1, . . . , ϕp). Let

b := (−1,−1, . . . ,−1) ∈ Rp. Then the linear system Dϕ(x0)x = b, x ∈ Rn is solvable

since RankDϕ(x0) = p. If h is any such solution, then ∇ϕj(x0) •h = Dϕ(x0)h = −1
for all j ∈ J(x0), and (ii) follows from Step 1. ��

2.74 Theorem (Kuhn–Tucker). Let x0 be a solution of (2.37). Suppose
that the constraints are qualified at x0. Then the following Kuhn–Tucker
equilibrium condition holds: For all j ∈ J(x0) there exists λ0

j ≥ 0 such
that

∇f(x0) +
∑

j∈J(x0)

λ0
j∇ϕj(x0) = 0. (2.38)

Theorem 2.74 is a simple application of the following version of the
Farkas lemma.

2.75 Lemma (Farkas). Let v and v1, v2, . . . , vp be vectors of Rn. There
exist λj ≥ 0 such that

v =

p∑
j=1

λjvj (2.39)

if and only if{
h ∈ Rn

∣∣∣ h •vj ≤ 0, ∀j = 1, . . . , p
}
⊂
{
h ∈ Rn

∣∣∣ h •v ≤ 0
}
. (2.40)
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Proof. In fact, if A := [v1|v2| . . . |vn], (2.39) states that Aλ = v has a nonnegative
solution λ ≥ 0. This is equivalent to saying that the second alternative of the Farkas
lemma is false, i.e., ∀h ∈ Rn such that AT h ≥ 0, we have h • v ≥ 0, that is, if h ∈ Rn

satisfies h • vj ≥ 0 for all j, then h •v ≤ 0. This is precisely (2.40). ��
Proof of Theorem 2.74. For any h ∈ Γ(x0), let r : [0, 1] → F be a regular curve with

r(0) = x0 and r′(0) = h. Since 0 is a minimum point for f(r(t)), we have d
dt
f(r(t))|t=0

≥
0, i.e.,

−Df(x0) •h ≤ 0 ∀h ∈ Γ(x0),

i.e., h ∈
{
h ∈ Rn

∣∣∣ h • v ≤ 0
}
. Recalling the definition of Γ(x0), the claim follows by

applying Lemma 2.75 with v := −∇f(x0) and vj = ∇ϕj(x0). ��

2.76 Example. Let P be the problem of minimizing −x1 with the constraints x1 ≥ 0
and x2 ≥ 0, (1−x1)3−x2 ≥ 0. Clearly the unique solution is x0 = (1, 0). Show that the
constraints are not qualified at x0 and that the Kuhn–Tucker theorem does not hold.

2.77 Remark. In analogy with Lagrange’s multiplier theorem we may
rewrite the Kuhn–Tucker equilibrium conditions (2.38) as⎧⎪⎪⎨⎪⎪⎩

Df(x0) +
∑m

j=1 λ
0
jDϕj(x0) = 0,

λ0
j ≥ 0 ∀j = 1, . . . ,m,∑m
j=1 λ

0
jϕ

j(x0) = 0,

or, using the vectorial notation,⎧⎪⎪⎨⎪⎪⎩
Df(x0) + λ0 •Dϕ(x0) = 0,

λ0 ≥ 0,

λ0 •ϕ(x0) = 0,

(2.41)

where λ0 = (λ0
1, . . . , λ

0
m) ∈ Rm and ϕ = (ϕ1, . . . , ϕm) : Rn → Rm. In

fact, the equation
∑m

j=1 λ
0
jϕ

j(x0) = 0 implies λ0
h = 0 if the corresponding

constraint ϕh is not active. If (2.41) holds for some λ0, we call it a Lagrange
multiplier of (2.37) at x0.

2.4.6 Stationary states for discrete-time

Markov processes

Suppose that a system can be in one of n possible states, denote by p
(k)
j

the probability that it is in the state j at the discrete time k and set

p(k) := (p
(k)
1 , p

(k)
2 , . . . , p

(k)
n ). A homogeneous Markov chain with values in

a finite set is characterized by the fact that the probabilities of the states
at time k + 1 are a linear function of the probabilities at time k and that
such a function does not depend on k, that is, there is a n × n matrix
P ∈ Mn,n(R) such that
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p(k+1) = p(k)P ∀k, (2.42)

where the product is the usual row by column product of linear algebra.
The matrix P = (pij) is called the transition matrix, or Markov matrix

of the system.

Since
∑n

j=1 p
(k)
j = 1 for every k, the matrix P has to be stochastic or

Markovian, meaning that

P = (pij),

n∑
j=1

pij = 1, pij ≥ 0.

According to (2.42), the evolution of the system is then described by the
powers of P,

p(k) = p(0)Pk ∀k. (2.43)

A stationary state is a fixed point of P i.e., x ∈ Rn such that

x = PTx,

n∑
j=1

xj = 1, x ≥ 0. (2.44)

The Perron–Frobenius theorem, see [GM3], ensures the existence of a
stationary state.

2.78 Theorem (Perron–Frobenius). Every Markov matrix has a sta-
tionary state.

Proof. This is just a special case of the fact that every continuous map from a compact
convex set into itself has a fixed point, see [GM3]. However, since here we deal with a
linear map x → Px, we give a direct proof which uses compactness.

Let S := {x ∈ Rn | x ≥ 0,
∑n

j=1 x
j = 1}. S is a convex closed and bounded set of

Rn, and P maps S into S and is stochastic. Fix x0 ∈ S and consider the sequence {xk}
given by

xk :=
1

k

k−1∑
i=0

x0P
i.

xk is a convex combination of points in S and therefore xk ∈ S. The sequence {xk}
is then bounded and, by the Bolzano–Weierstrass theorem, there exists a subsequence
{xnk} of {xk} and x ∈ S such that xnk → x. On the other hand, for any k we have

xk − xkP =
1

k

( k−1∑
i=0

x0P
i −

k−1∑
i=0

x0P
i+1
)
=

1

k
(x0 − x0P

k+1)

so that

|xk − xkP| ≤ 1

k
.

Passing to the limit along the subsequence {xkn}, we then get x− xP = 0. ��
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Another proof of Theorem 2.78. We give another proof of this claim which uses only
convexity arguments, in particular, the Farkas–Minkowski theorem. Let P be a stochas-
tic n× n matrix. Define

u := (1, 1, . . . , 1) ∈ Rn, b := (0, 0, . . . , 0, 1) ∈ Rn+1

and

A =

⎛⎜⎜⎜⎝ PT− Id

uT

⎞⎟⎟⎟⎠ in M(n+1),n(R).

The existence of a stationary point x for P is then equivalent to

Ax = b has a nonnegative solution x ≥ 0. (2.45)

Now, we show that Farkas’s alternative does not hold, i.e., the system AT y ≥ 0, b •y <
0 has no solution. Suppose it holds; then there is a y such that b •y = yn+1 < 0. If we
write y as y = (z1, z2, . . . , zn,−λ) =: (z,−λ), λ > 0, we then have

0 ≤ AT y = yTA = (z,−λ)

⎛⎜⎜⎜⎝ PT− Id

uT

⎞⎟⎟⎟⎠ = z(PT − Id)− λuT ,

i.e.,
zT (PT − Id) ≥ λuT .

Thus
n∑

j=1

zjpji − zi ≥ λ > 0 ∀i = 1, . . . , n. (2.46)

On the other hand, if m is the index such that zm = maxj z
j , we have

n∑
j=1

zjpjm ≤ max
j

zj = zm,

hence
n∑

j=1

zjpmj − zm ≤ 0,

and this contradicts (2.46). ��

2.4.7 Linear programming

We shall begin by illustrating some classical examples.

2.79 Example (Investment management). A bank has 100 million dollars to in-
vest: a part L in loans at a rate, say, of 10% and a part S in bonds, say at 5%, with the
aim of maximizing its profits 0.1L+0.05S. Of course, the bank has trivial restrictions,
L ≥ 0, S ≥ 0 and L + S ≤ 100, but also needs some cash of at least 25% of the total
amount, S ≥ 0.25(L + S), i.e., 3S ≥ L and needs to satisfy requests for important
clients which on average require 30 million dollars, i.e., L ≥ 30. The problem is then
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L+ S = 100

L = 3S
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L = 30
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Figure 2.11. Illustration for Example 2.79.

⎧⎪⎪⎨⎪⎪⎩
0.10L+ 0.05S → max,

L+ S ≤ 100, L ≤ 3S, L ≥ 30,

L ≥ 0, S ≥ 0.

With reference to Figure 2.11, the shaded triangle represent the admissible values (L, S);
on the other hand, the gradient of the objective function C = 0, 1L+0.05S is constant
∇C = (0.1, 0.05) and the level lines of C are straight lines. Consequently, the optimal
portfolio is to be found among the extreme points P,Q and R of the triangle, and, as
it is easy to verify, the optimal configuration is in R.

2.80 Example (The diet problem). The daily diet of a person is composed of a
number of components j = 1, . . . , n. Suppose that component j has a unitary cost cj
and contains a quantity aij of the nourishing i, i = 1, . . . ,m, that is required in a daily
quantity bi. We want to minimize the cost of the diet. With standard vectorial notation
the problem is

c •x → min in
{
x
∣∣∣Ax ≥ b, x ≥ 0

}
.

2.81 Example (The transportation problem). Suppose that a product (say oil)
is produced in quantity si at places i = 1, 2, . . . , n (Arabia, Venezuela, Alaska, etc.)
and is requested at the different markets j, j = 1, 2, . . . , m (New York, Tokyo, etc.)
in quantity dj . If cij is the transportation cost from i to j, we want to minimize the
cost of transportation taking into account the constraints. The problem is then finding
x = (xij) ∈ Rnm such that ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∑
i,j cijxij → min,∑n
i=1 xij = dj , ∀j,∑m
j=1 xij ≤ si ∀i,

x ≥ 0.

Here x is a vector with real-valued components, but for other products, for instance
cars, the unknown would be a vector with integral components.

2.82 Example (Maximum profit). Suppose we are given s1, . . . , sn quantities
of basic products (resources) from which we may produce goods that sell at prices
p1, p2, . . . , pm. If aij is the quantity of product i, i = 1, . . . , n, to produce j,
j = 1, . . . ,m, our problem is finding the quantities xj of goods j in order to maxi-
mize profits, i.e.,
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Figure 2.12. A classical textbook on linear programming and economics.

⎧⎪⎪⎨⎪⎪⎩
∑m

j=1 pjxj → max,∑n
j=1 aijxj ≤ si,

x ≥ 0.

In the previous examples, one wants to minimize or maximize a func-
tion, called the objective function, which is linear, in a set of admissible or
feasible solutions, defined by a finite number of constraints defined by lin-
ear equalities or inequalities: This is the generic problem of linear program-
ming. By possibly changing the sign of the objective function and/or of
the inequalities constraints, observing that an equality constraint is equiv-
alent to two inequalities constraints and replacing the variable x whose
components are not necessarily nonnegative with x = u− v, u, v ≥ 0, the
linear programming problem can always be transformed into

f(x) := c •x → min in P :=
{
x
∣∣∣Ax ≥ b, x ≥ 0

}
, (2.47)

where c, x ∈ Rn, A ∈ Mm,n and b ∈ Rm.
One of the following situations may, in principle, happen to hold:

(i) P is empty,
(ii) P is nonempty and the objective function in not bounded from below

on P ,
(iii) P is nonempty and f is bounded from below.

In the last case, f has (at least) a minimizer and all the minimizers are ex-
treme points of the convex set P by Proposition 2.42. We say that problem
(2.47) has an optimal solution.

The problem transforms then into the problem of deciding in which of
the previous cases we find ourselves and of possibly finding the optimal ex-
treme points. In the real applications, where the number of constraints may
be quite high, the effectiveness of the algorithm is also a further problem.
Giving up efficiency, we approach the first two problems as follows.
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We introduce the slack variables x′ := Ax − b ≥ 0 and transform the
constraint Ax ≥ b into

A′
(
x

x′

)
= b, A′ :=

(
A − Id

)
.

Writing z = (x, x′) and F (z) :=
∑n

i=1 c
ixi +

∑m
i=1 0 · x′

i, problem (2.47)
transforms into

F (z) → min in F :=
{
z
∣∣∣A′z = b, z ≥ 0

}
. (2.48)

It is easily seen that F is nonempty if P is nonempty and that F is bounded
from below on F if and only if f is bounded from below on P . Therefore,
F attains its minimum in one of the extreme points of F if and only if f
has a minimizer in P . All extreme points of F can be found by means of
Theorem 2.61; the minimizers are then detected by comparison.

a. The primal and dual problem

Problem (2.47) is called the primal problem of linear programming, since
one also introduces the dual problem of linear programming as

g(y) := b •y → max in P∗ =
{
y
∣∣∣AT y ≤ c, y ≥ 0

}
. (2.49)

Of course, (2.49) can be rephrased as the minimum problem

h(y) := − b •y → min in P∗ =
{
y
∣∣∣ −AT y ≥ −c, y ≥ 0

}
(2.50)

which is similar to (2.47): Just exchange −b and c, and replace A with
−AT , and the following holds.

2.83 Proposition. The dual problem of linear programming (2.49) has a
solution if and only if P∗ �= ∅ and g is bounded from above.

The next theorem motivates the notation primal and dual problems of
linear programming.

2.84 Theorem (Kuhn–Tucker equilibrium conditions). Let f and
P be as in (2.47) and let g and P∗ be as in (2.49). We have the following:

(i) g(y) ≤ f(x) for all x ∈ P and all y ∈ P∗.
(ii) f has a minimizer x ∈ P if and only if g has a maximizer y ∈ P∗

and, in this case, f(x) = g(y).
(iii) Let x ∈ P and y ∈ P∗. The following claims are equivalent:

a) (c−AT y) •x = 0.
b) (Ax− b) •y = 0.
c) f(x) = g(y).
d) x is a minimizer for f and y ∈ P∗ is a maximizer for g.
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Proof. If x ∈ P, then x ≥ 0 and Ax ≥ b. For y ∈ P∗ we then get

f(x) = x • c ≥ x •AT y = Ax • y ≥ b •y = g(y),

i.e., (i).

(ii) Let x be a minimizer for the primal problem. Then f is bounded from below. We
introduce the slack variables x′ = Ax− b ≥ 0 and set z = (x, x′). Then x is a solution

of the primal problem (2.47) if and only if z := (x, x′)T minimizes

F (z) := c •x in F :=
{
z
∣∣∣A′z = b, z ≥ 0

}
where

A′ :=

⎛⎝ A Id

⎞⎠ .

We may also assume that z is an extreme point of F . As we saw in the proof of
Theorem 2.61, if α1, α2, . . . , αk are the indices of the nonzero components of z, the
submatrix B of A′ made of the columns of indices α1, α2, . . . , αk has maximal rank. If
xB denotes the vector with components the nonzero components of x, then BxB = b,
and if we set cB := (cα1 , cα2 , . . . , cαk ) and choose y such that BT y = cB, we have

g(y) = y • b = y •BxB = BT yxB = cB •xB = f(x).

Then (i) yields that y is a maximizer of the dual problem.

(iii) (a) or (b) ⇒ (c). If (c−AT y) •x = 0 with x ∈ P and y ∈ P∗, then

f(x) = c •x = AT y •x = y •Ax ≤ b •y = g(y),

thus f(x) = g(y) because of (i).
(c) ⇒ (a) and (b). If f(x) = g(y) and we set γ := b−Ax, we have

0 = f(x) − g(y) = c •x − b • y = c •x − Ax •y + γ • y = (c−AT y) •x + γ • y .

Since the addenda are nonnegative, we conclude

(c−AT x) •x = 0 and (Ax− b) •y = 0.

(c) ⇒ (d). If f(x) = g(y), then (i) yields f(x′) ≥ g(y) = f(x) for all x′ ∈ P, hence x is
a minimizer of f . Similarly y is a maximizer of g in P∗.
(d) ⇒ (c). This follows trivially from (ii). ��

A consequence of the previous theorem is the following duality theorem
of linear programming.

2.85 Corollary (Duality theorem). Let (2.47) and (2.49) be the pri-
mal and the dual problems of linear programming. One and only one of the
following alternatives arises:

(i) There exist a minimizer x ∈ P for f and a maximizer y ∈ P∗ for
g and f(x) = g(y). This arises if and only if P and P∗ are both
nonempty.

(ii) P �= ∅ and f is not bounded from below in P.
(iii) P∗ �= ∅ and g is not bounded from above in P∗.
(iv) P and P∗ are both empty.
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Proof. Trivially, (iv) is inconsistent with any of (i), (ii) or (iii); (iii) is inconsistent with
(ii) because of (i) of Theorem 2.84, and (iii) is inconsistent with (i). Similarly (ii) is
inconsistent with (i). Therefore, the four alternatives are disjoint. If (ii), (iii) and (iv)
do not hold, we therefore have⎧⎪⎪⎨⎪⎪⎩

P = ∅ or (P �= ∅ and f is bounded from below),

P∗ = ∅ or (P∗ �= ∅ and g is bounded from above),

P or P∗ are nonempty,

that is, one of the following alternatives holds:

P �= ∅ and f is bounded from below,

P∗ �= ∅ and g is bounded from above,

P �= ∅, P∗ �= ∅, f is bounded from below and g is bounded from above.

In any case, both the primal and the dual problem of linear programming have solutions
and, according to (iii) of Theorem 2.84, the alternative (i) holds. ��

Corollary 2.85 is actually a convex duality theorem: Here we supply a
direct proof by duality, using Farkas’s alternative.

A proof of Corollary 2.85 which uses convex duality. Set

Â :=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−A 0

0 AT

cT −b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and

x̂ =

(
x

y

)
, b̂ =

⎛⎜⎝−b

c

0

⎞⎟⎠ .

Then (i) is equivalent to

Âx̂ ≤ b̂ has a solution x̂ ≥ 0.

Farkas’s alternative then yields the following: If (i) does not hold, then there exists
ŷ = (u, v, λ) such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
uT vT λ

)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−A 0

0 AT

cT −bT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
≥ 0,

(
uT vT λ

)⎛⎜⎜⎝
−b

c

0

⎞⎟⎟⎠ < 0,

(
uT vT λ

)
≥ 0,
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or, after a simple computation, the problem

Au ≥ λ b, AT v ≤ λ c, c •u ≤ b • v (2.51)

has a solution (u, v, λ) with u ≥ 0, v ≥ 0 and λ ≥ 0.
Now, we claim that λ = 0. In fact, if λ �= 0, then u/λ ∈ P, v/λ ∈ P∗, consequently,

c •u/λ < b •v/λ : a contradiction because of (i) of Theorem 2.84. Thus, (2.51) reduces
to the following claim: The problem

Au ≥ 0, AT v ≤ 0, c •u < b • v
has a solution (u, v) with u ≥ 0 and v ≥ 0.

We notice that the inequality c •u < b •v implies that either c •u < 0 or b • v > 0
or both. In the case c •u < 0, we have P∗ = ∅, since otherwise if y ≥ 0 and AT y ≤ c,
then fromAu ≥ 0, u ≥ 0 we would infer 0 ≤ y •Au = AT y •u ≤ c •u , a contradiction.
If, moreover, P = ∅, the alternative (iv) holds; otherwise, if x ∈ P, then A(x + θu) ≥
b + θ0 = b, x + θu ≥ 0 for some θ ≥ 0, and c •x + θu = c •x + θ c •u → −∞ as
θ → +∞, that is, the alternative (ii) holds.

In the case b •v > 0, as in the case c •u < 0, we see that P = ∅. If also P∗ = ∅,
then (iv) holds; while, if there exists y ∈ P∗, then v + θy ∈ P∗ and v + θy → +∞ as
θ → +∞, and (iii) holds. ��

2.86 Example. Let us illustrate the above discussing the dual of the transportation
problem. Suppose that crude oil is extracted in quantities si, i = 1, . . . , n in places
i = 1, . . . , n and is requested in the markets j = 1, . . . ,m in quantity dj . Let cij be
the transportation cost from i to j. The optimal transportation problem consists in
determining the quantities of oil to be transported from i to j minimizing the overall
transportation cost ∑

i,j

cijxij → min, (2.52)

and satisfying the constraints, in our case, the markets requests and the capability of
production ⎧⎪⎪⎨⎪⎪⎩

∑m
j=1 xij ≤ si ∀i,∑n
i=1 xij = dj ∀j,

x ≥ 0.

(2.53)

Of course, a necessary condition for the solvability is that the production be larger than
the markets requests

m∑
j=1

dj =
∑

i=1,n
j=1,m

xij ≤
n∑

i=1

si.

Introducing the matrix notation⎧⎪⎪⎨⎪⎪⎩
x := (x11, . . . , x1m, x21, . . . , x2m, . . . , xn1, . . . , xnm) ∈ Rnm,

c := (c11, . . . , c1m, c21, . . . , c2m, . . . , cn1, . . . , cnm) ∈ Rnm,

b := (s1, s2, . . . , sn, d1, . . . , dm)

and setting A ∈ Mn+m,nm(R),

A :=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u 0 0 . . . 0

0 u 0 . . . 0

0 0 0 . . . u

. . .

e1 e1 e1 . . . e1

e2 e2 e2 . . . e2

. . .

em em em . . . em

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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where u := (1, 1, . . . , 1) ∈ Rm and 0 = (0, 0, . . . , 0) ∈ Rm, we may formulate our problem
as ⎧⎪⎪⎨⎪⎪⎩

c •x → min,

Ax ≤ b,

x ≥ 0.

The dual problem is then ⎧⎪⎪⎨⎪⎪⎩
b •y → max,

AT y ≤ c,

y ≥ 0,

that is, because of the form of A and setting

y := (u1, u2, . . . , un, v1, v2, . . . , vm),

the maximum problem ⎧⎪⎪⎨⎪⎪⎩
∑n

i=1 siui +
∑m

j=1 djvj → max,

ui + vj ≤ cij ∀i, j,
u ≥ 0, v ≥ 0.

If we interpret ui as the toll at departure and vi as the toll at the arrival requested
by the shipping agent, the dual problem may be regarded as the problem of maximizing
the profit of the shipping agent. Therefore, the quantities ui and vi which solve the
dual problem represent the maximum tolls one may apply in order not to be out of the
market.

2.87 Example. In the primal problem of linear programming one minimizes a linear
function on a polyhedral set ⎧⎨⎩ c •x → min,

Ax ≤ b, x ≥ 0,

or, equivalently, ⎧⎨⎩−c •x → max,

Ax ≤ b, x ≥ 0.

Since the constraint is qualified at all points, the primal problem has a minimum x ≥ 0
if and only if the Kuhn–Tucker equilibrium condition holds, i.e., there exists λ ≥ 0 such
that

(c−ATλ)x = 0.

This way we find again the optimality conditions of linear programming.

2.4.8 Minimax theorems and the theory of
games
The theory of games consists in mathematical models used in the study
of processes of decisions that involve conflict or cooperation. The modern
origin of the theory dates back to a famous paper by John von Neumann
(1903–1957) published in German in 1928 with the title “On the Theory of
Social Games”3 and to the very well-known book by von Neumann and the

3 J. von Neumann, Theorie der Gesellschaftsspiele, Math. Ann. 100 (1928) 295–320.
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Figure 2.13. John von Neumann (1903–1957) and Oskar Morgenstern (1902–1976).

economist Oskar Morgenstern, Theory of Games and Economic Behavior
published in 1944. There one can find several types of games with one or
more players, with zero or nonzero sum, cooperative or non-cooperative,
. . . . For its relevance in economy, social sciences or biology the theory has
greatly developed4. Here we confine ourselves to illustrating only a few
basic facts.

a. The minimax theorem of von Neumann

In a game with two players P andQ, each of them relays on a set of possible
strategies, say respectively A and B; also, two utility functions UP (x, y)
and UQ(x, y) are given, representing for each choice of the strategy x ∈ A
of P and y ∈ B of Q the gain for P and Q resulting from the choices of
the strategies x and y.

Let us consider the simplest case of a zero sum game in which the
common value K(x, y) := UP (x, y) = −UQ(x, y) is at the same time the
gain for P and minus the gain for Q resulting from the choices of the
strategies x and y.

4 The interested reader is referred for classical literature to

◦ J. von Neumann, O. Morgenstern, Theory of Games and Economic Behavior,
Princeton University Press, Princeton, NJ, 1944, that follows a work of Ernst Zer-
melo (1871–1951), Über eine Anwendung der Mengenlehre auf die Theorie des
Schachspiels, 1913 and a work of Emile Borel (1871–1956) La théorie du jeu et les
équations intégrales à noyau symmétrique, 1921.

◦ R. Luce, H. Raiffa, Games and Decisions: Introduction and Critical Survey, Wiley,
New York, 1957.

◦ S. Karlin, Mathematical Methods and Theory in Games, Programming and Eco-
nomics, 2 vols., Addison–Wesley, Reading, MA, 1959.

◦ W. Lucas, An overview of the mathematical theory of games, Manage. Sci. 18 (1972),
3–19.

◦ M. Shubik, Game Theory in the Social Sciences: Concepts and Solutions, MIT Press,
Boston, MA, 1982.
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Each player tries to do his best against every strategy of the other
player. In doing that, the expected payoff or, simply, payoff, i.e., the remu-
neration that P and Q can expect not taking into account the strategy of
the other player, are

Payoff(P ) := inf
y∈B

sup
x∈A

UP (x, y) = inf
y∈B

sup
x∈A

K(x, y),

Payoff(Q) := inf
x∈A

sup
y∈B

UQ(x, y) = inf
x∈A

sup
y∈B

−K(x, y) = − sup
x∈A

inf
y∈B

K(x, y).

Although the game has zero sum, the payoffs of the two players are not
related, in general, we trivially only have

sup
x∈A

inf
y∈B

K(x, y) ≤ inf
y∈B

sup
x∈A

K(x, y), (2.54)

i.e.,

Payoff(P ) + Payoff(Q) ≥ 0.

Of course, if the previous inequality is strict, there are no choices of strate-
gies that allow both players to reach their payoff.

The next proposition provides a condition for the existence of a couple
of optimal strategies, i.e., of strategies that allow each players to reach their
payoff.

2.88 Proposition. Let A and B be arbitrary sets and K : A × B → R.
Define f : A → R and g : B → R respectively as

f(x) := inf
y∈B

K(x, y), g(y) := sup
x∈A

K(x, y).

Then there exists (x, y) ∈ A×B such that

K(x, y) ≤ K(x, y) ≤ K(x, y) ∀x, y ∈ A×B (2.55)

if and only if f attains its maximum in A, g attains its minimum in B
and supx∈A f(x) = infy∈B g(y). In this case,

sup
x∈A

inf
y∈B

K(x, y) = K(x, y) = inf
y∈B

sup
x∈A

K(x, y).

Proof. If (x, y) satisfies (2.55), then

K(x, y) = inf
y∈B

K(x, y) = f(x) ≤ sup
x∈A

f(x),

K(x, y) = sup
x∈A

K(x, y) = g(y) ≥ inf
y∈B

g(y),

hence supx∈A f(x) = infy∈B g(y) if we take into account (2.54). We leave the rest of
the proof to the reader. ��
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A point (x, y) with property (2.55) is a saddle point for K. Therefore,
in the context of games with zero sum, the saddle points ofK yield couples
of optimal strategies. The value of K on a couple of optimal strategies is
called the value of the play. Answering the question of when there exists
a saddle point is more difficult and is the content of the next theorem.

We recall that a function f : Rn → R is said to be quasiconvex if its
sublevel sets are convex, and quasiconcave if −f is quasiconvex.

2.89 Theorem (Minimax theorem of von Neumann). Let A ⊂ Rn

and B ⊂ Rn be two compact convex sets and let K : A × B → R be a
function such that

(i) x → K(x, y) is quasiconvex and lower semicontinuous ∀y ∈ B,
(ii) y → K(x, y) is quasiconcave and upper semicontinuous ∀x ∈ A.

Then K has a saddle point in A×B.

Proof. According to Proposition 2.88 it suffices to prove that numbers

a := min
x∈A

max
y∈B

K(x, y) and b := max
y∈B

min
x∈A

K(x, y)

exist and are equal. Fix y ∈ B, the function x → K(x, y) attains its minimum at
z(y) ∈ A being A compact, and K(z(y), y) = minx∈A K(x, y). Set

h(y) := −K(z(y), y), y ∈ B.

We now show that h is quasiconvex and lower semicontinuous, thus there is

b := −min
y∈B

(
− min

x∈A
K(x, y)

)
= max

y∈B
min
y∈A

K(x, y).

Similarly, one proves the existence of a.
Let us show that h is quasiconvex and lower semicontinuous, that is, that for all

t ∈ R the set

H :=
{
y ∈ B

∣∣∣ h(y) ≤ t
}

is convex and closed. First we will show that H is convex. For any w ∈ B, consider

G(w) :=
{
y ∈ B

∣∣∣ −K(z(w), y) ≤ t
}
.

Because of (ii), G(w) is convex and closed; moreover, H ⊂ G(w) ∀w, since K(z(y), y) ≤
K((z(w), y) ∀w, y ∈ B. In particular, for x, y ∈ H and λ ∈]0, 1[ we have u ∈ G(w)
∀w ∈ B if u := (1−λ)y+λx, hence u ∈ G(u), i.e., u ∈ H. This proves that H is convex.
Let us prove now that H is closed. Let {yn} ⊂ H, yn → y in B, then y ∈ G(w) ∀w ∈ B,
in particular, y ∈ G(y), i.e., y ∈ H. Therefore, H is closed.

Let us prove that a = b. Since b ≤ a trivially, it remains to show that a ≤ b. Fix
ε > 0 and consider the function T : A× B → P(A×B) given by

T (x, y) :=
{
(u, v) ∈ A× B

∣∣∣K(u, y) < b+ ε, K(x, v) > a− ε
}
.

We have T (x, y) �= ∅ since minu∈A K(u, y) ≤ b and maxv∈B K(x, v) ≥ a; moreover,
T (x, y) is convex. Since

T−1({(u, v)}) : =
{
(x, y) ∈ A× B

∣∣∣ (u, v) ∈ T (x, y)
}

=
{
(x, y) ∈ A× B

∣∣∣K(u, y) < b+ ε, K(x, v) > a− ε
}

=
{
x ∈ A

∣∣∣K(x, v) > a− ε
}
×
{
y ∈ B

∣∣∣K(u, y) < b− ε
}
,
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T−1({(u, v)}) is also open. We now claim, compare Theorem 2.90, that there is a fixed
point for T , i.e., that there exists (x, y) ∈ A×B such that (x, y) ∈ T (x, y), i.e., a− ε <
k(x, y) < b+ ε. ε being arbitrary, we conclude a ≤ b. ��

For its relevance, we now state and prove the fixed point theorem we
have used in the proof of the previous theorem.

2.90 Theorem (Kakutani). Let K be a nonempty, convex and compact
set, and let F : K → P(K) be a function such that

(i) F (x) is nonempty and convex for each x ∈ K,
(ii) F−1(y) is open in K for every y ∈ P(K).

Then F has at least a fixed point, i.e., there exists x such that x ∈ F (x).

Proof. Clearly, the family of open sets {F−1(y)}y is an open covering of K, conse-
quently, there exist y1, y2, . . . , yn ∈ P(K) such that K ⊂ ∪n

i=1F
−1(yi). Let {ϕi} be a

partition of unity associated to {F−1(yi)}i=1,...,n and set

p(x) :=
n∑

i=1

ϕi(x)yi ∀x ∈ K0 := co({y1, y2, . . . , yn}) ⊂ K.

Obviously, p is continuous and p(K0) ⊂ K0. According to Brouwer’s theorem, see [GM3],
p has a fixed point x ∈ K0. To conclude, we now prove that p(x) ∈ F (x) ∀x ∈ K0, from
which we infer that x = p(x) ∈ F (x), i.e., x is a fixed point for F . Let x ∈ K0. For each
index j such that ϕj(x) �= 0 we have trivially x ∈ F−1(yj), thus yj ∈ F (x). Since F (x)
is convex, we see that

p(x) =
n∑

i=1

ϕi(x)yi =
∑

{j |ϕj(x) 	=0}
ϕj(x)yj ,

hence p(x) ∈ F (x). ��

We now present a variant of Theorem 2.89.

2.91 Theorem. Let K : Rn × Rm → R, K = K(x, y), be a function
convex in x for any fixed y and concave in y for any fixed x. Assume that
there exist x ∈ Rn and y ∈ Rm such that

K(x, y) → +∞ as x → +∞,

K(x, y) → −∞ as y → −∞.

Then K has a saddle point (x0, y0).

Observe that K(x, y) is continuous in each variable. Let us start with
a special case of Theorem 2.89 for which we present a more direct proof.

2.92 Proposition. Let A and B be compact subsets of Rn and Rm, re-
spectively, and let K : A × B → R, K = K(x, y) be a function that is
convex and lower semicontinuous in x for any fixed y and concave and
upper semicontinuous in y for any fixed x. Then K has a a saddle point
(x0, y0) ∈ A×B.
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Proof. Step 1. Since x → K(x, y) is lower semicontinuous and A is compact, then for
every y ∈ B there exists at least one x = x(y) such that

K(x(y), y) = inf
x∈A

K(x, y). (2.56)

Let
g(y) := inf

x∈A
K(x, y) = K(x(y), y), y ∈ B. (2.57)

The function g is upper semicontinuous, because ∀y0 and ∀ε > 0 there exists x such
that

g(y0) + ε ≥ K(x, y0) ≥ lim sup
y→y0

K(x, y) ≥ lim sup
y→y0

g(y).

Consequently, there exists y0 ∈ B such that

g(y0) := max
y∈B

g(y), (2.58)

and, therefore,
g(y0) ≤ K(x, y0) ∀x ∈ A. (2.59)

Step 2. We now prove that for every y ∈ B there exists x̃(y) ∈ A such that

K(x̃(y), y) ≤ g(y0) ∀y ∈ B. (2.60)

Fix y ∈ B. For n = 1, 2, . . . , let yn := (1−1/n)y0 +(1/n)y. Denote by xn := x(yn),
a minimizer of x �→ K(x, yn), i.e., K(xn, yn) = minx∈A K(x, yn) = g(yn). Since y �→
K(x, y) is concave, by (2.58)(

1− 1

n

)
K(xn, y0) +

1

n
K(xn, y) ≤ K(xn, yn) = g(yn) ≤ g(y0)

and, since g(y0) = K(x(y0), y0) ≤ K(xn, y0), we conclude that

K(x(yn), y) ≤ g(y0) ∀n, ∀y ∈ B. (2.61)

Since A is compact, there exist x̃(y) ∈ A and a subsequence {kn} such that xkn → x̃(y)
and K(x̃(y), y) = minn K(x(yn), y), and, in turn,

K(x̃(y), y) ≤ lim inf
n→∞ K(xkn , y) ≤ g(y0) ∀y ∈ B.

Step 3. Let us prove that

K(x̃(y), y0) = g(y0) ∀y ∈ B. (2.62)

We need to prove that K(x̃(y), y0) ≤ g(y0), as the opposite inequality is trivial. With
the notations of Step 2, from the concavity of y �→ K(x, y)(

1− 1

n

)
K(xn, y0) +

1

n
K(xn, y) ≤ K(xn, yn) = g(yn) ≤ g(y0).

Consequently,
K(x̃(y), y0) ≤ lim inf

n→∞ K(x(yn), y0) ≤ g(y0).

Step 4. Let us prove the claim when x → K(x, y) is strictly convex. By Step 3, x̃(y) is a
minimizer of the map x → K(x, y0) as x0 is. Since x �→ K(x, y0) is strictly convex, the
minimizer is unique, thus concluding x̃(y) = x0 ∀y ∈ B. The claim then follows from
(2.59), (2.60) and (2.62).

Step 5. In case x → K(x, y) is merely convex, we introduce for every ε > 0 the perturbed
Lagrangian Kε

Kε(x, y) := K(x, y) + ε||x||, x ∈ A, y ∈ B

which is strictly convex. From Step 4 we infer the existence of a saddle point (xε, yε)
for Kε, i.e.,

K(xε, y) + ε||xe|| ≤ K(xε, yε) + ε||xε|| ≤ K(x, yε) + ε||x|| ∀x ∈ A, y ∈ B.

Passing to subsequences, xε → x0 ∈ A, yε → y0 ∈ B, and from the above

K(x0, y) ≤ K(x, y0) ∀x ∈ A, y ∈ B,

that is, (x0, y0) is a saddle point for K. ��
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Proof of Theorem 2.91. For k = 1, 2, . . . , let Ak := {x | |x| ≤ k}, Bk := {y | |y| ≤ k}.
By Proposition 2.92, K(x, y) has a saddle point (xk , yk) on Ak ×Bk, i.e.,

K(xk, y) ≤ K(xk, yk) ≤ K(x, yk) ∀x ∈ Ak, y ∈ Bk . (2.63)

Choosing x = x, y := y in (2.63) we then have

K(xk, y) ≤ K(xk, yk) ≤ K(x, yk) ∀k
which implies trivially that {xk} and {yk} are both bounded. Therefore, passing even-
tually to subsequences, xk → x0, yk → y0, and from (2.63)

K(x0, y) ≤ K(x0, y0) ≤ K(x, y0) ∀x ∈ Ak, y ∈ Bk .

Since k is arbitrary, (x0, y0) is a saddle point for K on the whole Rn × Rm. ��

b. Optimal mixed strategies

An interesting case in which the previous theory applies is the case of finite
strategies. We assume that the game (with zero sum) is played many times
and that players P and Q choose their strategies, which are finitely many,
on the basis of the frequency of success or of the probability: If the strate-
gies of P and Q are respectively {E1, E2, . . . , Em} and {F1, F2, . . . , Fn}
and if U(Ei, Fj) is the utility function resulting from the choices of Ei by
P and Fj by Q, we assume that P chooses Ei with probability xi and Q
chooses Fj with probability yj . Define now

A := {x ∈ Rm
∣∣∣ 0 ≤ xi ≤ 1,

m∑
i=1

xi = 1},

B := {y ∈ Rn
∣∣∣ 0 ≤ yj ≤ 1,

n∑
j=1

yj = 1};

then the payoff functions of the two players are given by

UP (x, y) = −UQ(x, y) = K(x, y) :=
∑
i,j

U(Ei, Ej)xiyj. (2.64)

Since K(x, y) is a homogeneous polynomial of degree 2, von Neumann’s
theorem applies to get the following result.

2.93 Theorem. In a game with zero sum, there exist optimal mixed
strategies (x, y). They are given by saddle points of the expected payoff
function (2.64), and for them we have

max
x∈A

min
y∈B

K(x, y) = K(x, y) = min
y∈B

max
x∈A

K(x, y).

2.94 A linear programming approach. Theorem 2.93, although en-
suring the existence of optimal mixed strategies, gives no method to find
them, which, of course, is quite important. Notice that A and B are com-
pact and convex sets with the vectors of the standard basis e1, e2, . . . , em
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of Rm and e1, e2, . . . , en of Rn as extreme points, respectively. Since
x → K(x, y) and y → K(x, y) are linear, they attain their maximum
and minimum at extreme points, hence

f(x) := min
y∈B

K(x, y) = min
1≤j≤n

K(x, ei),

g(y) := max
x∈A

K(x, y) = max
1≤i≤m

K(ei, y).

Notice that f(x) and g(y) are affine maps. Set U := (Uij), Uij :=
U(Ei, Ej); then maximizing f in A is equivalent to maximize a real num-
ber z subject to the constraints z ≤ K(z, ei) ∀i and x ∈ A, that is, to
solve ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F (x, z) := z → max,

z

⎛⎜⎜⎝
1
...

1

⎞⎟⎟⎠ ≤ Ux,

∑m
i=1 xi = 1,

x ≥ 0.

Similarly, minimizing g in B is equivalent to solving⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
G(y, w) := w → min,

w ≥ UT y ≤ 0,∑n
i=1 yi = 1,

y ≥ 0.

These are two problems of linear programming, one the dual of the other,
and they can be solved with the methods of linear programming, see Sec-
tion 2.4.7.

c. Nash equilibria
2.95 Example (The prisoner dilemma). Two prisoners have to serve a one-year
prison sentence for a minor crime, but they are suspected of a major crime. Each of
them receives separately the following proposal: If he accuses the other of the major
crime, he will not have to serve the one-year sentence for the minor crime and, if the
other does not accuse him of the major crime (in which case he will have to serve the
relative 5-year prison sentence), he will be freed. The possible strategies are two: (a)
accusing the other and (b) not accusing the other; the corresponding utility functions
for the two prisoners P and Q (in years of prison to serve, with negative sign, so that
we have to maximize) are

UP (a, a) = −5, UP (a, n) = 0, UP (n, a) = −6, UP (n, n) = −1,

UQ(a, a) = −5, UQ(a, n) = −6, UQ(n, a) = 0, UQ(n, n) = −1.

We see at once that the strategy of accusing each other gives the worst result with
respect to the choice of not accusing the other. Nevertheless, the choice of accusing the
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Figure 2.14. The initial pages of two papers by John Nash (1928– ).

other brings the advantage of serving one year less in any case: The strategy of not
accusing, which, from a cooperative point of view is the best, is not the individual point
of view (even in the presence of a reciprocal agreement; in fact, neither of the two may
ensure that the other will not accuse him). This paradox arises quite frequently.

The idea that individual rationality, typical of noncooperative games
(in which there is no possibility of agreement among the players), precedes
collective rationality is at the basis of the notion of the Nash equilibrium.

2.96 Definition. Let A and B be two sets and let f and g be two maps
from A×B into R. The couple of points (x0, y0) ∈ A×B is called a Nash
point for f and g if for all (x, y) ∈ A×B we have

f(x0, y0) ≥ f(x, y0), g(x0, y0) ≥ g(x0, y).

In the prisoner’s dilemma, the unique Nash point is the strategy of
the reciprocal accusation. In a game with zero sum, i.e., UP (x, y) =
−UQ(x, y) =: K(x, y), clearly (x0, y0) is a Nash point if and only if (x0, y0)
is a saddle point for K.

2.97 Theorem (of Nash for two players). Let A and B be two non-
empty, convex and compact sets. Let f, g : A × B → R be two continuous
functions such that x → f(x, y) is concave for all y ∈ B and y → g(x, y)
is concave for all x ∈ A. Then there exists a Nash equilibrium point for f
and g.

Proof. Introduce the function F : (A× B)× (A× B) → R defined by

F (p, q) = f(p1, q2) + g(q1, p2), ∀p = (p1, p2), q = (q1, q2) ∈ A×B.
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Clearly, F is continuous and concave in p for every chosen q. We claim that there is
q0 ∈ A× B such that

max
p∈A×B

F (p, q0) = F (p0, q0). (2.65)

Before proving the claim, let us complete the proof of the theorem on the basis of (2.65).
If we set (x0, y0) := q0, we have

f(x, y0) + g(x0, y) ≤ f(x0, y0) + g(x0, y0) ∀(x, y) ∈ A× B.

Choosing x = x0, we infer g(x0, y) ≤ g(x0, y0) ∀y ∈ B, while, by choosing y = y0, we
find f(x, y0) ≤ f(x0, y0) ∀x ∈ A, hence (x0, y0) is a Nash point.

Let us prove (2.65). Since the inequality ≥ is trivial, for all q0 ∈ A×B, we need to
prove only the opposite inequality. By contradiction, suppose that ∀q ∈ A×B there is
p ∈ A×B such that F (p, q) > F (q, q) and, then, set

Gq :=
{
q ∈ A×B

∣∣∣F (p, q) > F (q, q)
}
, p ∈ A× B.

The family {Gp}p∈A×B is an open covering of A× B; consequently, there are finitely

many points p1, p2, . . . , pk ∈ A×B such that A× B ⊂ ∪k
i=1Gpi . Set

ϕi(q) := max
(
F (pi, q)− F (q, q), 0

)
, q ∈ A× B, i = 1, . . . , k.

The functions {ϕi} are continuous, nonnegative and, for every q, at least one of them
does not vanish at q; we then set

ψi(q) :=
ϕi(q)∑k

j=1 ϕj(q)

and define the new map ψ : A×B → A× B by

ψ(q) :=
k∑

i=1

ψi(q)pi.

The map ψ maps the convex and compact set A× B into itself, consequently, it has a
fixed point q′ ∈ A× B, q′ =

∑
i ψ(q

′)pi. F being concave,

F (q′, q′) = F
(∑

i

ψi(q
′)pi, q′

)
≥

k∑
i=1

ψi(q
′)F (qi, q

′).

On the other hand, F (pi, q
′) > F (q′, q′) if ψi(q

′) > 0, hence

F (q′, q′) ≥
k∑

i=1

ψ(q′)F (qi, q
′) >

k∑
i=1

ψ(q′)F (q′, q′) = F (q′, q′),

which is a contradiction. ��

d. Convex duality

Let f, ϕ1, . . . , ϕm : Ω ⊂ Rn → R be convex functions defined on a convex
open set Ω. We assume for simplicity that f and ϕ := (ϕ1, ϕ2, . . . , ϕm)
are differentiable. Let

F :=
{
x ∈ Rn

∣∣∣ϕj(x) ≤ 0, ∀j = 1, . . . ,m
}
.

The primal problem of convex optimization is the minimum problem
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Figure 2.15. Two classical monographs on convexity.

Assuming F �= ∅, minimize f in F . (2.66)

The associated Lagrangian L : Ω× Rm
+ to (2.66), defined by

L(x, λ) := f(x) + λ •ϕ(x) , x ∈ Ω, λ ≥ 0, (2.67)

is convex in x for any fixed λ and linear in λ for every fixed x. Therefore,
it is not surprising that the Kuhn–Tucker conditions (2.41)⎧⎪⎪⎨⎪⎪⎩

Df(x0) + λ0 •Dϕ(x0) = 0,

λ0 ≥ 0, x0 ∈ F ,

λ0 •ϕ(x0) = 0

(2.68)

are also sufficient to characterize minimum points for f on F . Actually, the
Kuhn–Tucker equilibrium conditions (2.41) are strongly related to saddle
points for the associated Lagrangian L(x, λ).

2.98 Theorem. Consider the primal problem (2.66). Then (x0, λ
0) fulfills

(2.68) if and only if (x0, λ
0) is a saddle point for L(x, λ) on Ω×Rm

+ , i.e.,

L(x0, λ) ≤ L(x0, λ
0) ≤ cL(x, λ0)

for all x ∈ F and λ ∈ Rm, λ ≥ 0. In particular, if the Kuhn–Tucker
equilibrium conditions are satisfied at (x0, λ

0) ∈ F × Rm
+ , then x0 is a

minimizer for f on F .
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Proof. From the convexity of x �→ L(x, λ0) and (2.41) we infer

L(x, λ0) ≥ L(x0, λ0) +
n∑

i=1

(
∇f(x0) + scdλ0Dϕ(x0)

)i
(x− x0)

i = L(x0, λ
0) = f(x0)

for all x ∈ Ω. In particular,

f(x) ≥ f(x) + λ0 •ϕ(x0) = L(x, λ0) ≥ f(x0),

L(x0, λ
0) ≥ f(x0) + λ •ϕ(x0) = L(x, λ0).

Conversely, suppose that (x0, λ0) is a saddle point for L(x, λ) on Ω× Rm
+ , i.e.,

f(x0) + λ •ϕ(x0) ≤ f(x0) + λ0 •ϕ(x0) ≤ f(x) + λ0 •ϕ(x)

for every x ∈ Ω and λ ≥ 0. From the first inequality we infer

λ •ϕ(x0) ≥ λ0ϕ(x0) (2.69)

for any λ ≥ 0. This implies that ϕ(x0) ≤ 0 and, in turn, λ0 •ϕ(x0) ≤ 0. Using again
(2.69) with λ = 0, we get the opposite inequality, thus concluding that λ0 •ϕ(x0) = 0.
Finally, from the first inequality, Fermat’s theorem yields

∇f(x0) + λ0 •∇ϕ(x0) = 0.

��

Let us now introduce the dual problem of convex optimization. For
λ ∈ Rm

+ , set
g(λ) := inf

x∈F
L(x, λ),

where L(x, λ) is the Lagrangian in (2.67).
Since g(λ) is the infimum of a family of affine functions, −g is convex

and proper on
G := {λ ∈ Rm |λ ≥ 0, g(λ) > −∞}.

The dual problem of convex programming is

Assuming G �= ∅, maximize g(λ) on G (2.70)

or, equivalently,

Assuming G �= ∅, maximize g(λ) on {λ ∈ Rm |λ ≥ 0}. (2.71)

2.99 Theorem. If (x0, λ
0) ∈ F × Rm satisfies the Kuhn–Tucker equilib-

rium conditions (2.41), then x0 maximizes the primal problem, λ0 mini-
mizes the dual problem and f(x0) = g(λ0) = L(x0, λ

0).

Proof. By definition, g(λ) = supx∈F L(x, λ), and, trivially, f(x) := infλ≥0 L(x, λ).
Therefore g(y) ≤ f(x) for all x ∈ F and λ ≥ 0, so that

sup
λ≥0

g(λ) ≤ inf
x∈F

f(x).

Since (x0, λ0) is a saddle point for L on Ω×R+, Proposition 2.88 yields the result. ��
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2.5 A General Approach to Convexity

As we have seen, every closed convex set K is the intersection of all closed
half-spaces in which it is contained; in fact, K is the envelope of its sup-
porting hyperplanes. In other words, a closed convex body is given in a
dual way by the supporting hyperplanes. This remark, when applied to
closed epigraphs of convex functions, yields a number of interesting corre-
spondences. Here we discuss the so-called polarity correspondence.

a. Definitions

It is convenient to allow that convex functions take the value +∞ with the
convention t+(+∞) = +∞ for all t ∈ R and t · (+∞) = +∞ for all t > 0.
For technical reasons, it is also convenient to allow that convex functions
take the value −∞.

2.100 Definition. f : Rn → R is convex if

f(λx+ (1 − λ)y) ≤ λf(x) + (1− λ)f(y) ∀x, y ∈ Rn, ∀λ ∈ [0, 1]

unless f(x) = −f(y) = ±∞. The effective domain of f is then defined by

dom(f) :=
{
x ∈ Rn

∣∣∣ f(x) < ∞
}
.

We say that f is proper if f is nowhere −∞ and dom(f) �= ∅.
Let K ⊂ Rn be a convex set and f : K ⊂ Rn → R be a convex function.

It is readily seen that the function f : Rn → R ∪ {+∞} defined as

f(x) =

{
f(x) if x ∈ K,

+∞ if x �∈ K

is convex according to Definition 2.100 with effective domain given by K.
One of the advantages of Definition 2.100 is that convex sets and convex

functions are essentially the same object.
From one side, K ⊂ Rn is convex if and only if its indicatrix function

IK(x) :=

{
0 if x ∈ K,

+∞ if x �∈ K
(2.72)

is convex in the sense of Definition 2.100. On the other hand, f : Rn → R
is convex if and only if its epigraph, defined as usual by

Epi(f) :=
{
(x, t) ∈ Rn × R

∣∣∣x ∈ Rn, t ∈ R, t ≥ f(x)
}

is a convex set in Rn × R.
Observe that the constrained minimization problem
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{
f(x) → min,

x ∈ K,

where f is a convex function and K is a convex set, transforms into the
unconstrained minimization problem for the convex function

f(x) + IK(x), x ∈ Rn

which is defined by adding to f the indicatrix IK of K as penalty function.
One easily verifies that

(i) f is convex if and only if its epigraph is convex,
(ii) the effective domain of a convex function is convex,
(iii) if f is convex, then dom(f) = π(Epi(f)) where π : Rn × R → Rn is

the linear projection on the first factor.

We have also proved, compare Theorem 2.35, that every proper convex
function is locally Lipschitz in the interior of its effective domain. However,
in general, a convex function need not be continuous or semicontinuous at
the boundary of its effective domain, as, for instance, for the functions f
defined as f(x) = 0 if x ∈] − 1, 1[, f(−1) = f(1) = 1 and f(x) = +∞ if
x �∈ [0, 1].

b. Lower semicontinuous functions and closed epigraphs

We recall that f : Rn → R is said to be lower semicontinuous, see [GM3],
in short l.s.c., if f(x) ≤ lim infy→x f(y). If f(x) ∈ R, this means the
following:

(i) For all ε > 0 there is δ > 0 such that for all y ∈ B(x, δ) \ {x} we have
f(x)− ε ≤ f(y).

(ii) There is a sequence {xk} with values in Rn \ {x} that converges to x
such that f(xk) → f(x).

Let f : Rn → R. We already know that f is l.s.c. if and only if for every
t ∈ R the sublevel set {x | f(x) ≤ t} is closed. Moreover, the following
holds.

2.101 Proposition. The epigraph of a function f : Rn → R ∪ {+∞} is
closed if and only if f is lower semicontinuous.

Proof. Let f be l.s.c. and {(xk , tk)} ⊂ Epi(f) a sequence that converges to (x, t).
Then xκ → x, tk → t and f(xk) ≤ tk . It follows that f(x) ≤ lim infk→∞ f(xk) ≤
lim infk→∞ tk = t, i.e., (x, t) ∈ Epi(f).

Conversely, suppose that Epi(f) is closed. Consider a sequence {xk} with xk → x
and let L := lim infk→∞ f(xk). If L = +∞, then f(x) ≤ L. If L < +∞, we find a
subsequence {xnk} of {xn} such that f(xnk ) → L. Since (xnk , f(xnk )) ∈ Epi(f) and
L < +∞, we infer that (x,L) ∈ Epi(f), i.e., f(x) ≤ L = lim infk→∞ f(xk). Since the
sequence {xk} is arbitrary, we finally conclude that f(x) ≤ lim infy→x f(y). ��
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Finally, let us observe that if fα : Rn → R, α ∈ A, is a family of l.s.c.
functions, then

f(x) := sup
{
fα(x)

∣∣∣α ∈ A
}
, x ∈ Rn,

is lower semicontinuous.

2.102 Definition. Let f : Rn → R be a function. The closure of f or
its lower semicontinuous regularization, in short its l.s.c. regularization,
is the function

Γf(x) := sup
{
g(x)

∣∣∣ g : Rn → R, g is l.s.c., g(y) ≤ f(y) ∀y
}
.

Clearly, Γf(x) ≤ f(x) for every x, and, as the pointwise supremum of a
family of l.s.c. functions, Γf is lower semicontinuous. Therefore, it is the
greatest lower semicontinuous minorant of f .

2.103 Proposition. Let f : Rn → R. Then Epi(Γf) = cl(Epi(f)) and
Γf(x) = lim infy→x f(y) for every x ∈ Rn.

Consequently, Γf(x) = f(x) if and only if f is l.s.c. at x.

Proof. (i) First, let us prove that cl(Epi(f)) is the epigraph of a function g ≤ f , by
proving that if (x, t) ∈ cl(Epi(f)), then for all s > t we have (x, s) ∈ cl(Epi(f)). If
(xk , tk) ∈ Epi(f) converges to (x, t) and s > t, for some large k we have tk < s, hence
f(xk) ≤ tk < s. It follows that definitively (xk , s) ∈ Epi(f), hence (x, s) ∈ cl(Epi(f)).

By Proposition 2.101, g is l.s.c. and Γf is closed; therefore, we have g ≤ Γf and

Epi(Γf) ⊂ Epi(g) = cl(Epi(f)) ⊂ Epi(Γf).

(ii) Let x ∈ Rn. If Γf(x) = +∞, Γf = +∞ in a neighborhood of x, hence
lim infy→x f(y) = +∞, too.

If Γf(x) < +∞, then for any t ≥ f(x), (x, t) ∈ Epi(Γf). (i) yields a sequence
{(xk , tk)} ⊂ Epi(f) such that xk → x and yk → t. Therefore

lim inf
k→∞

f(xk) ≤ lim inf
k→∞

tk = t,

hence
lim inf
k→∞

f(xk) ≤ Γf(x).

On the other hand, since Γf is ls.c. and Γf ≤ f ,

Γf(x) ≤ lim inf
y→x

Γf(y) ≤ lim inf
y→x

f(y),

thus concluding that Γf(x) = lim infy→x f(y). It is then easy to check that f(x) = Γf(x)
if and only if f is l.s.c. at x. ��

Since closed convex sets can be represented as intersections of their
supporting half-spaces, of particular relevance are the convex functions
with closed epigraphs. According to the above, we have the following.

2.104 Corollary. f : Rn → R is convex and l.s.c. if and only if its epi-
graph is convex and closed.

The l.s.c. regularization Γf of a convex function f is a convex and l.s.c.
function.
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According to the above, f : Rn → R is l.s.c. and convex if and only
if its epigraph Epi(f) is closed and convex. In particular, Epi(f) is the
intersection of all its supporting half-spaces. The next theorem states that
Epi(f) is actually the intersection of all half-spaces associated to graphs
of linear affine functions, i.e., to hyperplanes that do not contain vertical
vectors.

We first state a proposition that contains the relevant property.

2.105 Proposition. Let f : Rn → R be convex and l.s.c. and let x ∈ Rn

be such that f(x) > −∞. Then the following hold:

(i) For every y < f(x) there exists an affine map � : Rn → R such that
f(x) > �(x) for every x ∈ Rn and y < �(x).

(ii) If x ∈ int(dom(f)), then there exists an affine map � : Rn → R such
that f(x) > �(x) for every x ∈ Rn and �(x) = f(x).

Proof. Since f is lower semicontinuous at x, there exist ε > 0 and δ > 0 such that
y ≤ f(x) − ε ∀x ∈ B(x, δ), in particular, (x, y) /∈ cl(Epi(f)). Therefore, there exists a
hyperplane P ⊂ Rn+1 that strongly separates Epi(f) from (x, y), i.e., there are a linear
map m : Rn → R and numbers α, β ∈ R such that

P :=
{
(x, y)

∣∣∣m(x) + αy = β
}

(2.73)

with
m(x) + αy > β ∀(x, y) ∈ Epi(f) and m(x) + αy < β. (2.74)

Since y may be chosen arbitrarily large in the first inequality, we also have α ≥ 0. We
now distinguish four cases.

(i) If f(x) < +∞, then α �= 0 since, otherwise, choosing (x, y) with y > f(x) in (2.74),
we get m(x) > β and m(x) < β, a contradiction. By choosing � as the linear affine map
�(x) := (β −m(x))/α, from the first of (2.74) with y = f(x) it follows �(x) < f(x) for
all x, while from the second we get y ≤ �(x).

(ii) If f(x) = +∞ and the function takes value +∞ everywhere, the claim is trivial.

(iii) If f(x) = +∞ and α > 0 in (2.74), then one chooses � as the linear affine map
�(x) := (β −m(x))/α, as in (i).

(iv) Let us consider the remaining case where f(x) = +∞. There exists x0 such that
f(x0) ∈ R and α = 0 in (2.74). By applying (i) at x0, we find an affine linear map φ
such that

f(x) ≥ φ(x) ∀x ∈ Rn.

For all c > 0 the function �(x) := φ(x) + c(β−m(x)) is then a linear affine minorant of
f(x) and, by choosing c sufficiently large, we can make �(x) = φ(x) + c(β −m(x)) > y.
This concludes the proof of the first claim.

Let us now prove the last claim. Since x ∈ int(dom(f)) and f(x) > −∞, a support
hyperplane P ′ of Epi(f) at (x, f(x)) does not contain vertical vectors: otherwise none
of the two subspaces associated to P ′ could contain Epi(f). Hence P ′ := {(x, y) |m(x)+
αy = β} for some linear map m and numbers α, β ∈ R with

m(x) + αy ≥ β ∀(x, y) ∈ Epi(f), m(x) + αf(x) = β,

and α > 0. If �(x) := −m(x)/α, we see at once that

f(x) ≥ f(x) + �(x− x) ∀x ∈ Rn.

��
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2.106 Remark. The previous proof yields the existence of a nontrivial
lower affine minorant for f which is arbitrarily close to f(x) at x when f
is l.s.c. at x ∈ Rn, f(x) > −∞ and one the following conditions hold:

◦ f(x) ∈ R,
◦ f = +∞ everywhere,
◦ f(x) = +∞ and there exists a further point x0 ∈ Rn such that f(x0) ∈ R
and f is l.s.c. at x0.

Notice also that if f is convex, then f(x) > −∞ and x ∈ int(dom(f))
if and only if f is continuous at x, see Theorem 2.35.

2.107 Corollary. If f : Rn → R is convex and l.s.c. and f(x) > −∞ at
some point x, then f > −∞ everywhere.

2.108 Definition. Let f : Rn → R be a function. Its linear l.s.c. envelope
ΓL f : Rn → R is defined by

ΓL f(x) := sup
{
�(x)

∣∣∣ � : Rn → R, � affine, � ≤ f
}
. (2.75)

and, of course, ΓL f(x) = −∞ ∀x if no affine linear map � below f exists.

2.109 Theorem. Let f : Rn → R.

(i) ΓL is convex and l.s.c.
(ii) f is convex and l.s.c. if and only if f(x) = ΓL f(x) ∀x ∈ Rn.
(iii) Assume f is convex. If at some point x ∈ Rn we have f(x) < +∞,

then f(x) = ΓL f(x) if and only if f is l.s.c. at x.
(iv) If x is an interior point of the effective domain of f and f(x) > −∞,

then the supremum in (2.75) is a maximum, i.e., there exists ξ ∈ Rn

such that
f(y) ≥ f(x) + ξ • (y − x) ∀y.

Proof. Since the supremum of a family of convex and l.s.c. functions is convex and l.s.c.,
(2.75) implies that ΓL f(x) is convex and l.s.c.. If ΓL f(x) = −∞ for all x, then, trivially,
ΓL is convex and l.s.c.. This proves (i), (ii) and (iii) are trivial if f is identically −∞,
and easily follow from the above and (i) of Proposition 2.105, taking also into account
Remark 2.106. Finally, (iv) rephrases (ii) of Proposition 2.105. ��

The following observation is sometimes useful.

2.110 Proposition. Let f : Rn → R be convex and l.s.c. and let r(t) =
(1− t)x+ tx, t ∈ [0, 1], be the segment joining x to x. Suppose f(x) < +∞.
Then

f(x) = lim
t→0+

f(r(t)).

Proof. Since f(x) < +∞,

f(x) ≤ lim inf
t→0+

f(tx + (1 − t)x) ≤ lim
t→0

(
t f(x) + (1− t)f(x)

)
= f(x).

��
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c. The Fenchel transform

2.111 Definition. Let f : Rn → R. The polar or Fenchel transform of f
is the function f∗ : Rn → R defined by

f∗(ξ) := sup
x∈Rn

(
ξ •x − f(x)

)
= − inf

x∈Rn

(
f(x)− ξ •x

)
. (2.76)

As we will see, the Fenchel transform rules the entire mechanism of
convex duality.

2.112 Proposition. Let f : Rn → R be a function and f∗ : Rn → R its
polar. Then we have the following:

(i) f(x) ≥ ξ •x − η ∀x if and only if f∗(ξ) ≤ η;
(ii) f∗(ξ) = −∞ for some ξ if and only if f(x) = +∞ for all x;
(iii) if f ≤ g, then g∗ ≤ f∗;
(iv) f∗(0) = − infx∈Rn f(x);
(v) the Fenchel inequality holds

ξ •x ≤ f∗(ξ) + f(x) ∀x ∈ Rn ∀ξ ∈ Rn,

with equality at (x, ξ) if and only if f(x) ≥ f(x) + ξ • (x− x) .
(vi) f∗ is l.s.c. and convex.

Proof. All of the claims follow immediately from the definition of f∗. ��

The polar transform generalizes Legendre’s transform.

2.113 Proposition. Let Ω be an open set in Rn, let f : Ω → R be a
convex function of class C2 with positive definite Hessian matrix and let
ΓL f be the l.s.c linear envelope of f . Then

Lf (ξ) = (ΓL f)∗(ξ) ∀ξ ∈ Df(Ω).

Proof. According to Theorem 2.109, f(x) = ΓL f(x) for all x ∈ Ω, while Theorem 2.109
yields for all ξ ∈ Df(Ω)

Lf (ξ) = max
Ω

( x • ξ − f(x)) ≤ sup
x∈Rn

(x • ξ − ΓL f(x)) = (ΓL f)∗(ξ).

On the other hand,

(ΓL f)∗(ξ) = sup
x∈Ω

( x • ξ − ΓL f(x)) =: L.

Given ε > 0, let x ∈ Ω be such that L < x • ξ − ΓL f(x) + ε. There exists {xk} ⊂ Ω

such that f(xk) = ΓL f(xk) → ΓL f(x), hence for k > k

L ≤ xk • ξ − f(xk) + 2ε ≤ sup
x∈Ω

(x • ξ − f(x)) + 2ε.

Since ε > 0 is arbitrary, L ≤ supx∈Ω(x • ξ − f(x)) and the proof is completed. ��
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The polar of a closed convex set is subsumed to the Fenchel transform,
too. In fact, if K is a closed convex set, its indicatrix function, see (2.72),
is l.s.c. and convex; hence

(IK)∗(ξ) := sup
x∈Rn

(
ξ •x − IK(x)

)
= sup

x∈K
ξ •x . (2.77)

Therefore,

K∗ =
{
ξ
∣∣∣ x • ξ ≤ 1 ∀x ∈ K

}
=
{
ξ
∣∣∣ (IK)∗(ξ) ≤ 1

}
.

2.114 Definition. Let f : Rn → R be a function. Its bipolar is defined
as the function f∗∗(x) := (f∗)∗(x) : Rn → R, i.e.,

f∗∗(x) := sup
{
ξ •x − f∗(ξ)

∣∣∣ ∀ξ ∈ Rn
}
.

2.115 ¶. Let �(x) := η •x + β be a linear affine map on Rn. Prove that

�∗(ξ) =

⎧⎨⎩+∞ if ξ �= η,

−β if ξ = η,

and that (�∗)∗(x) = η •x + β = �(x).

2.116 Proposition. Let f : Rn → R be a function. Then

(i) f∗∗ ≤ f ,
(ii) f∗∗ ≤ g∗∗ if f ≤ g,
(iii) f∗∗ is the largest l.s.c. convex minorant of f ,

f∗∗(x) = ΓL f(x) = sup
{
�(x)

∣∣∣ � : Rn → R, � affine, � ≤ f
}
.

Proof. (i) From the definition of f∗ we have ξ •x − f∗(ξ) ≤ f(x), hence f∗∗(x) =
supξ∈Rn ( ξ •x − f∗(ξ)) ≤ f(x).

(ii) if f ≤ g, then g∗ ≤ f∗ hence (f∗)∗ ≤ (g∗)∗.
(iii) f∗∗ is convex and l.s.c. , hence f∗∗ = ΓL f∗∗. On the other hand, every linear affine
minorant � of f is also an affine linear minorant for f∗∗, since � = �∗∗ ≤ f∗∗. Therefore
ΓL f∗∗ = ΓL f . ��

The following theorem is an easy consequence of Proposition 2.116.

2.117 Theorem. Let f : Rn → R. Then we have the following:

(i) f is convex and l.s.c. if and only if f = f∗∗.
(ii) Assume that f is convex and f(x) < +∞ at some x ∈ Rn. Then

f(x) = f∗∗(x) if and only if f is l.s.c. at x.
(iii) f∗ is an involution on the class of proper, convex and l.s.c. functions.

Proof. Since f∗∗(x) = ΓL f(x), (i) and (ii) are a rewriting of (ii) and (iii) of Theo-
rem 2.109.

(iii) Let f be convex, l.s.c, and proper. By (ii) of Proposition 2.112 f∗(ξ) > −∞ for
every ξ if and only if f(x) < +∞ at some x, and f∗∗(x) > −∞ for every x if and only if
f∗(ξ) < +∞ at some ξ. Since f∗∗ = f by (i), we conclude that f∗ is proper. Similarly
one proves that f = f∗∗ is proper if f∗ is convex, l.s.c and proper. ��
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d. Convex duality revisited

Fenchel duality resumes the mystery of convex duality. Let f : Rn →
R ∪ {+∞} be a function and consider the primal problem

(P) f(x) → min

and let
p := inf

x
f(x).

Introduce a function φ(x, b) : Rn × Rm → R such that φ(x, 0) = f(x) and
consider the value function of problem (P) (associated to the “perturbation
φ”)

v(b) := inf
x
φ(x, b). (2.78)

We have v(0) = p.
Compute now the polar v∗(ξ), ξ ∈ Rm, of the value function v(b). The

dual problem of problem (P) by means of the chosen perturbation φ(x, b)
is the problem

(P∗) −v∗(ξ) → max.

Let d := supξ −v∗(ξ). Then v∗∗(0) = d, in fact,

v∗∗(0) = sup
ξ

{
0 • ξ − v∗(ξ)

}
= d.

The following theorem connects the existence of a maximizer of the
dual problem (P∗) with the regularity properties of the value function v
of the primal problem (P). This is the true content of convex duality.

2.118 Theorem. With the previous notations we have the following:

(i) p ≥ d.
(ii) Assume v convex and v(0) < +∞. Then p = d if and only if v is

l.s.c. at 0.
(iii) Assume v convex and v(0) ∈ R. Then v(b) ≥ η • b + v(0) ∀b if and

only if v is l.s.c. at 0 (equivalently p = d by (ii)) and η is a maximizer
for problem (P∗).

In particular, if v is convex and continuous at 0, then p = d and (P∗) has
a maximizer.

Proof. (i) Since v∗∗ ≤ v from Proposition 2.116, we get d = v∗∗(0) ≤ v(0) = p.

(ii) Since p = d means v(0) = v∗∗(0), (ii) follows from (ii) of Theorem 2.117.

(iii) Assume v convex and v(0) ∈ R. If v(b) ≥ η • b + v(0) ∀b, we infer v(0) = v∗∗(0),
hence by (ii), we conclude that v is l.s.c. at 0. Moreover, the inequality v(b) ≥ η • b+v(0)
∀b is equivalent to v(0) + v∗(η) = 0 by the Fenchel inequality. Consequently, −v∗(η) =
v(0) = v∗∗(0) = d, i.e., η is a maximizer for (P∗).

Conversely, if η maximizes (P∗) and v is l.s.c. at 0, then we have −v∗(η) = d =
v∗∗(0) and v(0) = v∗∗(0) by (ii). Therefore v(0) + v∗(η) = 0, which is equivalent to
v(b) ≥ η • b + v(0) ∀b by the Fenchel inequality. ��
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The following proposition yields a sufficient condition for applying The-
orem 2.118.

2.119 Proposition. With the previous notations, assume that φ is convex
and that there exists x0 such that p �→ φ(x0, p) is continuous at 0. Then
v is convex and 0 ∈ int(dom(v)). If, moreover, v(0) > −∞, then v is
continuous at 0.

Proof. Let us prove that v is convex since φ is convex. Choose p, q ∈ Rn and λ ∈ [0, 1].
We have to prove that v(λp + (1 − λ)q) ≤ λv(p) + (1 − λ)v(q). It is enough to assume
v(p), v(q) < +∞. For a > v(p) and b > v(q), let x and y be such that

v(p) ≤ φ(x, p) ≤ a, v(q) ≤ φ(y, q) ≤ b.

Then we have

v(λp + (1− λ)q) = inf
z

φ(z, λp+ (1 − λ)q) ≤ φ(λx+ (1− λ)y, λp + (1 − λ)q)

≤ λφ(x, p) + (1− λ)φ(y, q) ≤ λa+ (1− λ)b.

Letting a → v(p) and b → v(q) we prove the convexity inequality.

(ii) Since φ(x0, b) is continuous at 0, φ(x0, b) is bounded near 0; i.e., for some δ,M > 0,
φ(x0, b) ≤ M ∀b ∈ B(0, δ). Therefore

v(b) = inf
x

φ(x, b) ≤ M ∀b ∈ B(0, δ),

i.e., 0 ∈ int(dom(v)). If, moreover, v(0) > −∞, then v is never −∞. We then conclude
that v takes only real values near 0, consequently, v is continuous at 0. ��

A more symmetrical description of convex duality follows assuming
that the perturbed functional φ(x, b) is convex and l.s.c.. In this case, we
observe that

v∗(ξ) = φ∗(0, ξ),

where φ∗(p, ξ) is the polar of φ on Rn × Rm. In fact,

φ∗(0, ξ) = sup
x,b

{
0 •x + b • ξ − φ(x, b)

}
= sup

x,b

{
b • ξ − φ(x, b)

}
= sup

b

{
b • ξ − inf

x
φ(x, b)

}
= v∗(ξ).

The dual problem (P∗) then rewrites as

(P∗) −φ∗(0, ξ) → max,

and the corresponding value function is then −w(p), p ∈ Rm,

w(p) := inf
ξ
φ∗(p, ξ).

Since φ∗∗ = φ, the dual problem of (P∗), namely

(P∗∗) φ∗∗(x, 0) → min
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is again (P). We say that (P) and (P∗) are dual to each other. Therefore
convex duality links the equality infx φ(x, 0) = supξ φ

∗(0, ξ) and the exis-
tence of solutions of one problem to the regularity properties of the value
function of the dual problem.

There is also a connection between convex duality and min-max prop-
erties typical in game theory. Assume for simplicity that φ(x, b) is convex
and l.s.c. The Lagrangian associated to φ is the function L : Rn×Rm → R
defined by

−L(x, ξ) := sup
b∈Rm

{
b • ξ − φ(x, b)

}
,

i.e.,
L(x, ξ) = −φ∗

x(ξ)

where φx(b) := φ(x, b) for every x and b.

2.120 Proposition. Let φ be convex. Then the following hold:

(i) For any x ∈ Rn, ξ → L(x, ξ) is concave and upper semicontinuous.
(ii) For any ξ ∈ Rn, x → Lx(x, ξ) is convex.

Proof. (i) is trivial since −L is the supremum of a family of linear affine functions. For
(ii) observe that L(x, ξ) = infb{φ(x, b) − ξ • b }. Let u, v ∈ Rn and let λ ∈ [0, 1]. We
want to prove that

L(λu+ (1− λ)v) ≤ λL(u, ξ) + (1− λ)L(v, ξ). (2.79)

It is enough to assume that L(u, ξ) < +∞ and L(v, ξ) < +∞. For a > L(u, ξ) and
b > L(v, ξ) let b, c ∈ Rm be such that

L(u, ξ) ≤ φ(u, b)− ξ • b ≤ α,

L(v, ξ) ≤ φ(v, c)− ξ • c ≤ β.

Then we have

L(λu+ (1 − λ)v, ξ) ≤ φ(λu+ (1− λ)v, λb+ (1 − λ)c)− ξ •λb+ (1 − λ)c

≤ λφ(u, b) + (1− λ)φ(v, c)− λ ξ • b − (1 − λ) ξ • c
≤ λα+ (1− λ)β.

Letting α ↓ L(u, b) and β ↓ L(v, c), (2.79) follows. ��

Observe that

φ∗(p, ξ) = sup
x,b

{ p •x + b • ξ − φ(x, b)}

= sup
x
{ p •x + sup

b
{ b •ξ − φ(x, b)}}

= sup
x
{ p •x − L(x, ξ)}.

(2.80)

Consequently,
d = sup

ξ
−φ∗(0, ξ) = sup

ξ
inf
x
L(x, ξ). (2.81)

On the other hand, for every x, b → φx(b) is convex and l.s.c., hence
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φ(x, b) = φx(b) = φ∗∗
x (b) = sup

ξ
{ b •ξ − φ∗

x(ξ)} = sup
ξ
{ b •ξ + L(x, ξ)}.

Consequently,
p = inf

x
φ(x, 0) = inf

x
sup
ξ

L(x, ξ).

Therefore, the inequality d ≤ p is a min-max inequality supξ infx L(x, ξ) ≤
infx supξ L(x, ξ) for the Lagrangian, see Section 2.4.8. In particular, the
existence of solutions for both (P) and (P∗) is related to the existence of
saddle points for the Lagrangian, see Proposition 2.88.

The above applies surprisingly well in quite a number of cases.

2.121 Example. Let ϕ be convex and l.s.c. Consider the perturbed function φ(x, b) :=
ϕ(x + b). The value function v(b) is then constant, v(b) = v(0) ∀b, hence convex and
l.s.c. Its polar is

v∗(ξ) := sup
x

{ ξ • b − v(0)} =

⎧⎨⎩+∞ if ξ �= 0,

−v(0) if ξ = 0.

The dual problem has then a maximum point at ξ = 0 with maximum value d = v(0).
Finally, we compute its Lagrangian: Changing variable c := x+ b,

L(x, ξ) = − sup
b

{ ξ • b − ϕ(x+ b)} = − sup
c

{ ξ • c − ξ •x − ϕ(c)} = ξ •x − ϕ∗(ξ).

Let ϕ, ψ : Rn → R ∪ {+∞} be two convex functions and consider the
primal problem

Minimize ϕ(x) + ψ(x), x ∈ Rn. (2.82)

Introduce the perturbed function

φ(x, b) = ϕ(x + b) + ψ(x), (x, b) ∈ Rn × Rn, (2.83)

for which φ(x, 0) = ϕ(x) + ψ(x), and the corresponding value function

v(b) := inf
x
(ϕ(x) + ψ(x)). (2.84)

Since φ is convex, then the value function v is convex, whereas the La-
grangian L(x, ξ) is convex in x and concave in ξ. Let us first compute the
Lagrangian. We have

−L(x, ξ) := sup
b
{ ξ • b − ϕ(x + b)− ψ(x)} = ϕ∗(ξ)− ξ •x − ψ(x)

so that
L(x, ξ) = ψ(x) + ξ •x − ϕ∗(ξ).

Now we compute the polar of φ. We have

φ∗(p, ξ) = sup
x
{ p •x − L(x, ξ)} = sup

x
{ p •x − ξ •x − ψ(x) + ϕ∗(ξ)}

= sup
x
{ (p− ξ) •x − ψ(x)} + ϕ∗(ξ)

= ψ∗(p− ξ) + ϕ∗(ξ).
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Therefore, the polar of (2.84) is

v∗(ξ) = φ∗(0, ξ) = ϕ∗(ξ) + ψ∗(−ξ) ∀ξ ∈ Rn.

As an application of the above we have the following.

2.122 Theorem. Let ϕ and ψ be as before, and let φ and v be defined by
(2.83) and (2.84). Assume that we have ϕ continuous at x0, ψ(x0) < +∞
at some point x0 and that v(0) > −∞. Let p and d be defined by the primal
and dual optimization problems respectively, through (x, b) → ϕ(x + b) +
ψ(x), given by

p := inf
x
(ϕ(x) + ψ(x)), (2.85)

d : = sup
ξ
(−ϕ∗(ξ)− ψ∗(−ξ)). (2.86)

Then p = d ∈ R and problem (2.86) has a maximizer.

Proof. φ(x, b) := ϕ(x+ b)+ψ(x) is convex. Moreover, since ϕ is continuous at x0, then
b → φ(x0, b) is continuous at 0. From Proposition 2.119 we then infer that v is convex
and continuous at 0. Then the conclusions follow from Theorem 2.118. ��

2.123 Example. Let ϕ be convex. Choose as perturbed functional

φ(x, b) = ϕ(x+ b) + ϕ(x)

for which φ(x, 0) = 2ϕ(x). Then, by the above,

v∗(ξ) = ϕ∗(ξ) + ϕ∗(−ξ)

and the Lagrangian is
L(x, ξ) = ϕ(x) + ξ •x − ϕ∗(ξ).

Let us consider the convex minimization problem already discussed in
Paragraph d. Here we extend it a little further.

Let f, g1, . . . , gm : Rn ⊂ Rn → R∪+∞ be convex functions defined on
Rn. We assume for simplicity that either f or g := (g1, g2, . . . , gm) are
continuous. Consider the primal minimization problem

Minimize f(x) with the constraints g(x) ≤ 0. (2.87)

Let IK be the indicatrix of the closed convex set K := {x = (xi) ∈
Rn |xi ≤ 0 ∀i}. Problem (2.87) amounts to

(P) f(x) + IK(g(x)) → min.

Let us introduce the perturbed function

φ(x, b) := f(x) + IK(g(x)− b)

which is convex. Consequently, the associated value function

v(b) := sup
x
(f(x) + IK(ϕ(x) − b)), b ∈ Rm, (2.88)
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is convex by Proposition 2.119. Now, compute the polar of the value func-
tion. First we compute the polar of IK(y). We have

I∗K(ξ) = sup
b
{ ξ • b − IK(b)} =

{
0 if ξ ≥ 0,

+∞ if ξ < 0.

Therefore, changing variables, c = g(x)− b,

−L(x, ξ) = sup
b
{ ξ • b − f(x)− IK(g(x)− b)}

= −f(x) + sup
c
{ ξ •g(x) − ξ • c − Ik(c)}

= −f(x) + g(x) • ξ + (IK)∗(−ξ),

hence

L(x, ξ) =

{
f(x)− ξ •g(x) if ξ ≤ 0,

−∞ if ξ > 0.

Notice that supξ L(x, ξ) = f(x) + IK(g(x)) = φ(x, 0). Consequently,

φ∗(p, ξ) = inf
x

p •x − L(x, ξ) =

{
+∞ if ξ > 0

supx{ p •x − f(x) + g(x) • ξ } if ξ ≤ 0,

and the polar of the value function is

v∗(ξ) = φ∗(0, ξ) = sup
x
{ g(x) • ξ − f(x)}.

Consequently, the dual problem through the perturbation φ is

(P∗) −v∗(ξ) := infx{f(x)− ξ •ϕ(x) } → max on {ξ ≥ 0}.

2.124 Theorem. Let f, g1, . . . , gm : Rn ⊂ Rn → R ∪ {+∞} be convex
functions defined on Rn. Let p and d be defined by the primal and dual
optimization problems

p : = inf
x
(f(x) + IK(g(x))), (2.89)

d := sup
ξ

inf
x

L(x, ξ). (2.90)

Assume that p > −∞ and that the Slater condition holds (namely there
exists x0 ∈ Rn such that f(x0) < +∞, g(x0) < 0 and g is continuous at
x0). Then the dual problem has a maximizer.

Proof. The function φ(x, b) = f(x) + IK(g(x) − b) is convex. Moreover the Slater con-
dition implies that φ(x0, b) is continuous at 0. We then infer from Proposition 2.119
that the value function v is convex and continuous at 0. The claims then follow from
Theorem 2.118. ��
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2.6 Exercises

2.125 ¶. Prove that the n-parallelepiped of Rn generated by the vectors e1, . . . , en with
vertex at 0,

K := {x = λ1e1 + · · ·+ λnen | 0 ≤ λi ≤ 1, i = 1, . . . , n},
is convex.

2.126 ¶. K1 + K2, αK1, λK1 + (1 − λ)K2, λ ∈ [0, 1], are all convex sets if K1 and
K2 are convex.

2.127 ¶. Show that the convex hull of a closed set is not necessarily closed.

2.128 ¶. Find out which of the following functions is convex:

3x2 + yy − 4z2, x+ x2 + y2, (x+ y + 1)p in x+ y + 1 > 0,

exp(xy), log(1 + x2 + y2), sin(x2 + y2).

2.129 ¶. Let K be a convex set. Prove that the following are convex functions:

(i) The support function δ(x) := sup{x •y | y ∈ K}.
(ii) The gauge function γ(x) := inf{λ ≥ 0 |x ∈ λK}.
(iii) The distance function d(x) := inf{|x− y| | y ∈ K}.

2.130 ¶. Prove that K ⊂ Rn is a convex body with 0 ∈ int(K) if and only if there is
a gauge function F : Rn → R such that K = {x ∈ Rn |F (x) ≤ 1}.

2.131 ¶. Let K ⊂ Rn with 0 ∈ K, and for every ξ ∈ Rn set

d(ξ) := inf
{
d ∈ R

∣∣∣ ξ •x ≤ d ∀x ∈ K
}
.

Prove that if K is convex with 0 ∈ int(K), then d(ξ) is a gauge function, i.e.,

d(ξ) := min
{
ξ •x

∣∣∣x ∈ K
}

and

K∗ :=
{
ξ ∈ Rn

∣∣∣ d(ξ) ≤ 1
}
.

2.132 ¶. Let f : R+ → R be strictly convex with f(0) = 0 and f ′(0) = 0. Write
α(s) := (f ′)−1(s) and prove that

f(x) :=

∫ x

0
f ′(s) ds, Lf (y) :=

∫ y

0
α(s) ds, y ≥ 0.

2.133 ¶. Let f : [0, 1] × [0, 1] → R be a function which is continuous with respect to
each variable separately. As we know, f need not be continuous. Prove that f(t, x) is
continuous if it is convex in x for every t.

2.134 ¶. Let C ⊂ Rn be a closed convex set. Prove that x0 ∈ C is an extreme point if
and only if C \ {x0} is convex.

2.135 ¶. Let C ⊂ Rn be a closed convex set and let f : C → R be a continuous, convex
and bounded function. Prove that supC f = sup∂C f .
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2.136 ¶. Let S be a set and C = co(S) its convex hull. Prove that supC f = supS f if
f is convex on C.

2.137 ¶. Let f : Rn → R be a convex function and let fε be its ε-mollified where k is
a regularizing kernel. Prove that fε is convex.

2.138 ¶. Let ϕ : R → R, ϕ ≥ 0. Then f(x, t) := ϕ(x)
t

is convex in R×]0,∞[ if and only
if
√
ϕ is convex.

2.139 ¶. Let f : Rn → R be a convex function. Prove the following:

(i) If Γf(x) �= f(x), then x ∈ ∂ dom(f).
(ii) If dom(f) is closed and f is l.s.c. in dom(f), then Γf = f everywhere.
(iii) inf f = inf Γf .
(iv) For all α ∈ R we have {x ∈ Rn |Γf(x) ≤ α} = ∩β>α cl({x ∈ Rn | f(x) ≤ β}).
(v) If f1 and f2 are convex functions with f1 ≤ f2, then Γf1 ≤ Γf2.

2.140 ¶. Let f be a l.s.c. convex function and denote by F the class of affine functions
� : Rn → R with �(y) ≤ f(y) ∀y ∈ Rn. From Theorem 2.109

f(x) = sup
{
�(x)

∣∣∣ � ∈ F
}
.

Prove that there exists an at most denumerable subfamily {�n} ⊂ F such that f(x) =
supn �n(x).
[Hint. Recall that every covering has a denumerable subcovering.]

2.141 ¶. Let f : Rn → R∪{+∞} be a function. Its convex l.s.c. envelope ΓC f : Rn →
R ∪ {+∞} is defined by

ΓC f(x) := sup
{
g(x)

∣∣∣ g : Rn → R ∪ {+∞}, g convex and l.s.c., g ≤ f
}
.

Prove that ΓC f = ΓL f .
[Hint. Apply Theorem 2.109 to the convex and l.s.c. minorants of f .]

2.142 ¶. Prove the following: If {fi}i∈I is a family of convex and l.s.c. functions fi :
Rn → R ∪ {+∞}, then(

inf
i∈I

fi
)∗

= sup
i∈I

f∗
i ,

(
sup
i∈I

fi
)∗ ≤ inf

i∈I
f∗
i .

2.143 ¶. Prove the following claims:

(i) Let f(x) := 1
p
|x|p, p > 1. Then f∗(ξ) = 1

q
|ξ|q, 1/p + 1/q = 1.

(ii) Let f(x) := |x|, x ∈ Rn. Then

f∗(ξ) =

⎧⎨⎩0 if |ξ| ≤ 1,

+∞ if |ξ| > 1.

(iii) Let f(t) := et, t ∈ R. Then

f∗(ξ) =

⎧⎪⎪⎨⎪⎪⎩
+∞ if y ≤ 0,

0 if y = 0,

ξ(log ξ − 1) if y > 0.
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(iv) Let f(x) :=
√

1 + |x|2. Then Lf is defined on Ω∗ := {ξ | |ξ| < 1} and

Lf (ξ) = −
√

1− |ξ|2,

consequently,

f∗(ξ) = ΓLLf (ξ) =

⎧⎨⎩−
√

1− |ξ|2 if |ξ| ≤ 1,

+∞ if |ξ| > 1.

(v) The function f(x) = 1
2
|x|2 is the unique function for which f∗(x) = f(x).

2.144 ¶. Show that the following computation rules hold.

Proposition. Let f : Rn → R be a function. Then the following hold:

(i) (λf)∗(ξ) = λf∗(ξ/λ) ∀ξ ∈ Rn and ∀λ > 0.
(ii) If we set fy(x) := f(x − y), then we have f∗

y (ξ) = f∗(ξ) + ξ •y ∀ξ ∈ Rn and
∀y ∈ Rn.

(iii) Let A ∈ MN,n(R), N ≤ n, be of maximal rank and let g(x) := f(Ax). Then

g∗(ξ) =

⎧⎨⎩+∞ if ξ �∈ kerA⊥,

f∗(A−T ξ) if ξ ∈ kerA⊥ = ImAT .

2.145 ¶. Let A ⊂ Rn and IA(x) be its indicatrix, see (2.72). Prove the following:

(i) If L is a linear subspace if Rn, then (IL)
∗ = IL⊥ .

(ii) If C is a closed cone with the origin as vertex, then (IC)∗ is the indicatrix function
of the cone generated by the vectors through the origin that are orthogonal to C.



3. The Formalism of the
Calculus of Variations

One of the most beautiful and widely spread paradigms of science and
mathematics in particular is that of minimum principles. It is strongly
related to the everyday principle of economy of means and to the research
of optimal strategies to realize our goals. Therefore, it is not surprising
that since the beginning minimum principles have been used to formulate
laws of nature. We have already seen a few examples in Chapter 6 of [GM1]
and in this volume.

In short we may state that the Calculus of Variations deals with the
problem of finding optimal solutions and of describing their properties.
Its development begins right after the introduction of calculus and is con-
nected with the names of Gottfried W. von Leibniz (1646–1716), Johann
Bernoulli (1667–1748), Sir Isaac Newton (1643–1727) and Christiaan Huy-
gens (1629–1695). It becomes a sufficient flexible and efficient theory with
Leonhard Euler (1707–1783), Joseph-Louis Lagrange (1736–1813) and with
the subsequent contributions of Carl Jacobi (1804–1851), Karl Weierstrass
(1815–1897) and Adrien-Marie Legendre (1752–1833).

In the fist 200 years of its history the indirect approach to minimum
problems was prevailing. Its naive idea was that every minimum problem
had a solution; the goal was therefore to find necessary conditions for
minimality. These were expressed in terms of the so-called Euler–Lagrange
equations, corresponding to the vanishing of the first variation, and then
sufficient conditions to grant minimality corresponding to the positivity of
the second variation.

Mainly due to the difficulty in solving even in principle Euler–Lagrange
equations for multidimensional equations (that are partial differential
equations), new methods, called direct methods, were developed. They con-
sist in proving directly the existence of a minimizer (and, consequently, the
existence of a solution of the Euler–Lagrange equations). This implies the
necessity of extending the functional to be minimized to classes of general-
ized functions such as Sobolev classes (as we saw in the case of the Dirich-
let principle in Chapter 1) and postpone the problem of the regularity of
minima. This approach originated in the works of Carl Friedrich Gauss
(1777–1855), Peter Lejeune Dirichlet (1805–1859) and Georg F. Bernhard
Riemann (1826–1866), in the attempts to prove Dirichlet principle by Ce-
sare Arzelà (1847–1912) and Beppo Levi (1875–1962) (it is in this context
that the Ascoli–Arzelà theorem and the first ideas of Beppo Levi spaces

_3, 
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Figure 3.1. Leonhard Euler (1707–1783)
and the frontispiece of Methodus Inve-
niendi Lineas Curvas Maximi Minimive
Proprietate Gaudentes, 1714.

and, subsequently, of Sobolev spaces appear) and, mainly, in the works
of David Hilbert (1862–1943) and Henri Lebesgue (1875–1941). This ap-
proach finds its solid basis in the works of Leonida Tonelli (1885–1946),
develops further with Charles Morrey (1907–1984) and still is a contem-
porary topic of research.

A contemporary research topic is also the calculus of variations in the
large, in the terminology of Harald Marston Morse (1892–1977). It deals
with the problem of critical points in terms of global structures. A typical
example is Morse’s theory of geodesics, and it distinguishes itself because
of the prevalent use of topological methods.

The result is that the calculus of variations is a discipline made of
general methods and specific problems relevant in geometry, physics and
modelling. In fact, besides its beauty, it is fundamental in the formulation
of classical mechanics and even in wave and quantum mechanics.

Many volumes have been dedicated to the calculus of variations both
classical and modern, and it would be impossible to describe its content
even partially. In this chapter we confine ourselves to providing a short
introduction to its formalism with the aim to illustrate some of its con-
nections to mechanics and geometrical optics, that is, of hinting at its
foundational character and of discussing, although formally, some specific
examples.



3.1 Lagrangian Formalism 151

Figure 3.2. Joseph-Louis Lagrange
(1736–1813) and the frontispiece of
the first edition of his Mécanique
Analytique, Paris, 1788.

3.1 Lagrangian Formalism

Mechanics and physics in general, geometry and modeling lead, for in-
stance, to consider functionals of the type∫

Ω

F (x, u(x), Du(x)) dx

with integrand F depending on the independent variable x, the values of
u and of its derivatives at x, or, more generally, upon x, u(x) and the
derivatives up to a fixed order m ≥ 1 of u.

3.1.1 Euler–Lagrange equations

Let Ω be a bounded open and connected set of Rn with smooth boundary
∂Ω, and let F (x, u, p) be a function of class C1 from Ω× RN × RnN into
R. For any function u : Ω → RN of class C1(Ω) the variational integral

F(u) :=

∫
Ω

F (x, u(x), Du(x)) dx, (3.1)

where Du(x) = {Dαu
i(x)}, α = 1, . . . , n, i = 1, . . . , N , is the Jacobian

matrix of u, is well-defined.
In this subsection we state the equilibrium equations for minima of

variational integrals known as Euler–Lagrange equations. Here we deal with
unconstrained minimum problems; constrained minimum problems will be
discussed in Section 3.1.3.
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a. Dirichlet’s problem

Given a function ϕ : ∂Ω → RN of class C1(∂Ω), consider the class of maps

C1
ϕ(Ω,R

N ) :=
{
v ∈ C1(Ω,RN )

∣∣∣ v = ϕ on ∂Ω
}

and suppose that u ∈ C1
ϕ(Ω) is a minimum point for F in this class,

F(u) = min
{
F(v)

∣∣∣ v ∈ C1
ϕ(Ω,R

N)
}
. (3.2)

Then for all ψ ∈ C1
c (Ω,R

N ) the function

ε → Ψ(ε) := F(u+ εψ), ε ∈]− 1, 1[,

is differentiable and has a minimum point at ε = 0; hence, according to
Fermat’s theorem, the first variation of F in the direction ψ defined by

δF(u, ψ) :=
d

dε
Ψ(ε)

∣∣∣
ε=0

(3.3)

vanishes, and we can state the following.

3.1 Theorem. Let u be a minimizer of problem (3.2). Then the following
hold:

(i) For all ψ ∈ C1
c (Ω,R

N ) the function ε → F(u + εϕ) is differentiable
and u is a solution of Euler–Lagrange equations in the weak form

N∑
i=1

n∑
α=1

∫
Ω

(
Fui (x, u,Du)ψi(x) + Fpi

α
(x, u,Du)Dαψ

i(x)
)
dx = 0

(3.4)
∀ψ ∈ C1

c (Ω,R
N ).

(ii) If u if of class C2(Ω), then (3.4) is equivalent to the Euler–Lagrange
equations in the strong form

Fui (x, u,Du)−
n∑

α=i

DαFpi
α
(x, u,Du) = 0 in Ω, ∀i = 1, . . . , N.

(3.5)

3.2 Remark. Here and in the sequel we will deal with functions F (x, u, p)
defined in Ω × Rn × RnN . We denote the relative variables by x =
(x1, x2, . . . , xn), u = (u1, u2, . . . , uN ) and p = (piα), α = 1, . . . , n,
i = 1, . . . , N . The partial derivatives of F with respect to its variables
will be denoted by Fxα , Fui and Fpα

i
, and we do not specify their argu-

ments if it is not necessary. Moreover, we set

Fx := (Fxα)T , Fu := (Fui )T and Fp := [Fpi
α
].

Often, for given u = u(x, ε) and p = p(x, ε), we consider
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φ(x, ε) := F (x, u(x, ε), p(x, ε)).

We use the abbreviations

DxαF = DαF :=
∂φ

∂xα
,

∂

∂ε
F :=

∂φ

∂ε
,

possibly leaving out the point (x, ε) at which they are evaluated. We will of-
ten use the convention that couples of controvariant indices are understood
as summed. Finally, we will use Greek indices to enumerate the indepen-
dent variable x = (xα), α = 1, . . . , n and Latin indices to enumerate the
components of u = (ui), i = 1, . . . , N . For instance,

xαDα(F ) :=
n∑

α=1

xα ∂

∂xα

(
F (x, u(x), Du(x))

)
.

With these agreements, the weak and strong forms of Euler–Lagrange
equations, respectively (3.4) and (3.5), write as∫

Ω

(
Fuiψi + Fpi

α
Dαψ

i
)
dx = 0 ∀ψ ∈ C1

c (Ω,R
N ),

and
Fui −DαFpi

α
= 0 in Ω, i = 1, . . . , N.

Proof of Theorem 3.1. (i) Let ψ ∈ C1
c (Ω,RN ). Differentiating under the integral sign

one easily sees that Ψ(ε) := F(u+ εψ) is in fact differentiable and that

δF(u, ψ) = Ψ′(0) =
∫
Ω

∂

∂ε
F (x, u(x) + εϕ(x),Du(x) + εDϕ(x))

∣∣∣
ε=0

dx.

The computation of the derivative then leads to (3.4).

(ii) For ψ ∈ C1
c (Ω,RN ), the functions x → Fpiα

(x, u(x), Du(x))ψi are of class C1
c (Ω),

hence Green’s formulas yield∫
Ω
Fpiα

(x, u(x), Du(x))Dαψ
i(x) dx = −

∫
Ω
Dα

(
Fpiα

(x, u(x),Du(x))
)
ψi(x) dx.

Equation (3.4) then becomes∫
Ω

N∑
i=1

(
Fui(x, u,Du)−

n∑
α=1

DαFpiα
(x, u,Du)

)
ψi(x) dx = 0 ∀ψ ∈ C1

c (Ω,RN ),

i.e., (3.5), if we take into account the fundamental lemma of the calculus of variations
Lemma 1.51. ��

3.3 Remark. Going through the derivation, we see at once that the weak
and the strong forms of Euler–Lagrange equations are equivalent under the
weaker condition that u and the functions

x → Fpi
α
(x, u(x), Du(x))

are of class C1(Ω).

3.4 Definition. A solution of the Euler–Lagrange equation in the weak
form (3.4) is called an extremal of the functional (3.1).
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b. Natural boundary conditions

Often one does not want to prescribe the values of the competing maps
along the entire boundary, but only on a part, or nowhere on the boundary.
For instance, consider a point-mass m on a vertical plane that starting at
u(0) = 0 slides along a curve under the action of gravity in such a way as
to meet the vertical line x = b in the shortest time. In this case the value
of u at b is an unknown of the problem.

Let Ω be a bounded and connected open set of Rn. Let Γ ⊂ ∂Ω and
suppose that either Γ = ∅ or Γ is such that the separation surface between
Γ and ∂Ω \ Γ is a smooth (n − 2)-submanifold and let ϕ : Γ → RN be a
smooth map. Define

C1
ϕ,Γ(Ω,R

N ) :=
{
v ∈ C1(Ω,RN )

∣∣∣ v = ϕ on Γ
}
,

C1
0,Γ(Ω,R

N) :=
{
v ∈ C1(Ω,RN )

∣∣∣ v = 0 on Γ
}
.

Suppose that u ∈ C1
ϕ,Γ(Ω) is a minimizer of the functional

F(u) :=

∫
Ω

F (x, u(x), Du(x)) dx

in the class C1
ϕ,Γ(Ω,R

N ). In this case, the admissible variations are the

functions ψ ∈ C1
0,Γ(Ω,R

N ). As in the case of Dirichlet’s problem, we then

conclude that the function ε → F(u+ εψ) is differentiable and that∫
Ω

(
Fuiψi + Fpi

α
Dαψ

i
)
dx = 0 ∀ψ ∈ C1

0,Γ(Ω,R
N ). (3.6)

In particular, u is an extremal of F and, assuming u ∈ C2(Ω,RN ), u solves
Euler–Lagrange equations in the strong form

Fui −DαFpi
α
= 0 in Ω, ∀i = 1, . . . , N. (3.7)

Suppose now that u is of class C2 up to the boundary. Then the func-
tions x �→ Fpi

α
(x, u(x), Du(x))ψi(x) are of class C1(Ω,RN ); hence, by

choosing ψ ∈ C1
0,Γ(Ω,R

N ), ψ = (ψi), summing on and integrating over

Ω and subtracting (3.6), we conclude that∫
Ω

Dα(Fpi
α
ψi) dx =

∫
Ω

(
DαFpi

α
ψi + Fpi

α
Dαψ

i
)
dx = 0

i.e., ∫
∂Ω

Fpi
α
ναΩψ

i dHn−1 = 0,

νΩ = (ναΩ) being the exterior normal vector to ∂Ω. Since ψ is arbitrary in
∂Ω \ Γ, we conclude that
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Fpi
α
(x, u(x), Du(x)) ναΩ(x) = 0 ∀x ∈ ∂Ω \ Γ, ∀i = 1, . . . , N. (3.8)

These are called the natural conditions or the vanishing of the co-normal
derivative. Summing up, if u ∈ C2(Ω) is a minimizer of F on C1

ψ,Γ(Ω), then

u solves (3.6) and, actually, (3.6) is equivalent to the Dirichlet–Neumann
problem. ⎧⎪⎪⎨⎪⎪⎩

Fui −DαFpi
α
= 0 in Ω ∀i = 1, . . . , N,

u = ϕ on Γ,

Fpi
α
να = 0 on ∂Ω \ Γ ∀i = 1, . . . , N.

(3.9)

If u is only of class C1
ψ,Γ, then u satisfies in principle only (3.6), and we

may interpret (3.6) as the weak form of (3.9).

3.5 Example. For the Dirichlet integral, the minimizer of

1

2

∫
Ω
|Du|2 dx → min in C1

ϕ,Γ(Ω,RN ),

assuming that it exists, is regular and is unique, it is the solution of the weak form of
the boundary value problem ⎧⎪⎪⎨⎪⎪⎩

Δu = 0 in Ω,

u = ϕ su ∂Ω,

du
dν

= 0 su ∂Ω \ Γ.

c. Examples

Let us illustrate a few examples and add some further remarks.

3.6 Graphs of prescribed curvature. Consider the functional

F(u) :=

∫ 1

−1

(√
1 + u′(x)2 +H(x, u(x))

)
dx,

where H(x, u) is a given continuous function in [−1, 1]× R and

J(u) :=

∫ 1

−1

√
1 + u′(x)2 dx

is the length of the curve x → (x, u(x)), which is the graph of u : [−1, 1] →
R. The Euler–Lagrange equation in its strong form is then⎛⎝ u′(x)√

1 + u′(x)2

⎞⎠′

= Hu(x, u(x)) in ]− 1, 1[; (3.10)

that is, the graph of a C2 extremal of F has at every point mean curvature
Hu(x, u(x)). In particular, if H(x, u) = Hu, H ∈ R, then the graph of u
has constant mean curvature H . In this case we may explicitly integrate
the equation and find that (3.10) has no solution if |H | > 1, whereas
solutions are given by arcs of circles of radius 1/|H | if |H | ≤ 1.
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3.7 Harmonic oscillator. The Euler–Lagrange equation of

1

2

∫ b

a

(u′(x)2 − ω2u2(x)) dx

is the harmonic oscillator equation

u′′ + ω2u = 0 in ]a, b[.

3.8 Fermat’s principle. Consider the following functional defined on
curves u : [t1, t2] → RN :

F(u) :=

∫ t2

t1

ω(τ, u(τ))
√

1 + |u′(τ)|2 dτ.

Since
√
1 + |u′(τ)|2 dτ is the length element of the curve τ → (τ, u(τ)), if

we think of ω(τ, u(τ)) as the inverse of a velocity, the quantity

ω(τ, u(τ))
√

1 + |u′(τ)|2 dτ
has the dimension of time and we may think of F(u) as the time needed
to travel along the curve u(t) from u(t1) to u(t2).

The functional F may therefore describe the trajectory of a ray of
light. In fact, according to Fermat, the refraction index of a medium at
P := (x, y) is the inverse of the velocity of light at P , and light travels
along trajectories that minimize time.

More generally, denote by x the position of a point in a medium and,
for any direction ξ, |ξ| = 1, denote by F (x, ξ) the refraction index of the
medium at x in the direction ξ and think of F as being extended to all
vectors as the homogeneous function of degree 1

F (x, ξ) := |ξ|F
(
x,

ξ

|ξ|
)

∀ξ �= 0.

If s → x(s) is a regular curve, the function

F (x(s), x′(s)) ds = |x′(s)|F
(
x(s),

x′(s)
|x′(s)|

)
ds

has the dimension of time and

F(x) :=

∫ s2

s1

F (x(s), x′(s)) ds

is the time necessary to go from x(s1) to x(s2) along the trajectory of x(s).
Notice that F(x) does not depend on the parametrization chosen for x(s).

Fermat’s principle states that light moves in a medium characterized
by F from P1 to P2 along a trajectory that minimizes the total time∫ s2

s1

F (x(s), x′(s)) ds → min .
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3.9 Hamilton’s principle. Let m1, . . . , mn, mj > 0, be the masses
of n points that move in time under the action of forces F1, F2, . . . , Fn;
denote by Xj(t) := (xj(t), yj(t), zj(t)) the position vector at time t of the
point-mass mj and let X(t) := (X1(t), . . . , Xn(t)) ∈ R3n; finally, assume
that Fj = Fj(X). The motion of the n point-masses is ruled by Newton’s
law

mX ′′
j (t) = Fj(X(t)), j = 1, . . . , n.

Assuming that the forces are conservative, i.e., that there is a function
V : R3n → R such that

Fj(X) = DXjV (X) :=
(
Vxj (X), Vyj (X), Vzj (X)

)
,

it is easily seen that Newton’s equations are Euler–Lagrange equations of
the functional, called action,

L(X) :=

∫ t2

t1

(1
2

n∑
j=1

mj |X ′
j(t)|2 − V (X(t))

)
dt.

The function L(X,Y ) : R3n × R3n → R defined by

L(X,Y ) :=
1

2

n∑
j=1

mj |Yj |2 − V (X),

where Y = (Y1, . . . , Yn), Yi ∈ R3 ∀i, is called the Lagrangian of the system.
The Lagrangian, computed at a trajectory X , i.e., L(X(t), X ′(t)), is the
difference between the kinetic energy

T (X ′(t)) :=
1

2

n∑
j=1

mj |X ′
j(t)|2

and the potential energy
V (X(t))

of the trajectory X at time t. L(X(t), X ′(t)) is called the free energy of X
at t, while H(X(t), X ′(t)) := T (X ′(t)) +V (X(t)), which is the sum of the
kinetic energy and the potential energy, is called the total energy of the
trajectory X at time t, see Section 3.2.

The previous remarks lead to the following.

Hamilton’s principle of stationary action. The actual motion of
a conservative system takes place in such a way that it makes the
Lagrangian action stationary.

Notice that this way a conservative mechanical system is described by a
single function, its Lagrangian; moreover, it clearly shows that Hamilton’s
principle is invariant with respect to the coordinates chosen to describe
the system.
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x

0 dx

��/2

y(t, x)

Figure 3.3. Wave equation.

3.10 Wave equations. Hamilton’s principle allows us to deduce the
wave equation in a variational way as the equation of motion of a vi-
brating string y = y(t, x) with small transverse oscillations. Let ρ and τ
denote the density and the tension of the string. The kinetic and potential
energies are then given by

T :=
1

2

∫ �

0

ρ
(∂y
∂t

)2
dx, V :=

1

2

∫ �

0

τ
(∂y
∂x

)2
dx,

respectively, so that the action of the system is

L(y) := 1

2

∫ t1

t0

dt

∫ �

0

(
ρ
(∂y
∂t

)2
+ τ
(∂y
∂x

)2)
dx.

When ρ and τ are independent of x, its Euler–Lagrange equation is

∂2y

∂x2
=

1

c2
∂2y

∂t2
, c2 :=

τ

ρ
.

3.11 Lagrangians of the type F (x, p), n = 1. When F = F (x, p), n =
1, Euler–Lagrange equations simplify to

d

dx
Fp(x, u

′(x)) = 0,

i.e.,
Fp(x, u

′(x)) = a

where a = (a1, a2, . . . , aN ) is a constant vector. If Fpp(x, u
′(x)) �= 0, the

implicit function theorem allows us to write, at least locally, u′ as a function
of (x, a),

u′(x) = g(x, a);

consequently,

u(x) = u(x0) +

∫ x

x0

g(t, a) dt.
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Figure 3.4. Rotationally symmetric minimal surfaces.

3.12 Lagrangians of the type F (u, p), n = N = 1. When n = N =
1, instead of looking for a solution of the Euler–Lagrange equation, that
is a second order equation, we notice that the quantity

u′Fp − F

is constant in time along an extremal u: in fact,

d

dt
(u′Fp − F ) = u′′Fp + u′ d

dt
Fp − Fuu

′ − Fpu
′′ = u′(Fu − d

dt
Fp) = 0.

One also says that u′ Fp(u, u
′) − F (u, u′) is a first integral of the motion.

Later we shall discuss, see Theorem 3.60, how we may seek conservation
laws or first integrals. Here we notice that the previous conservation law
allows us to integrate Euler–Lagrange equation at least locally if Fpp �= 0
since n = N = 1. In fact, according to the implicit function theorem,
we may write u′ Fp(u, u

′) − F (u, u′) = const = h as u′(x) = ψ(u(x), h).
Separation of variables then leads to

x = x0 +

∫ u(x)

u0

dz

ψ(z, h)

which, in principle, allows us to find u(x).

3.13 Rotationally symmetric minimal surfaces. Let S be a surface
in R3 obtained by rotating along the x-axis its meridian, z = u(x), a ≤
x ≤ b, u(x) > 0 in [a, b]. The area of S is

A(S) := 2π

∫ b

a

u
√
1 + u′2 dx (3.11)

and the energy conservation law yields at once

u
√
1 + u′2 − u

u′2√
1 + u′2

= c.

We can infer
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Figure 3.5. Goldsmith’s degenerate rotational minimal surface.

u′ =

√
u2 − c2

c2
,

and, by separating variables,

x+ c1 = c log
u+

√
u2 − c2

c
,

i.e.,

u(x) = c cosh
x+ c1

c
.

A rotational surface of minimal area is therefore generated by the catenary
and the generated surface is called a catenoid ; the values of constants c
and c1 are determined by u(a) and u(b).

Further inquiries, that we omit, would show that three cases are pos-
sible:

(i) There is a unique catenary through the given points; in this case, it
solves the minimum problem.

(ii) There are two catenaries through the given points: One is a minimizer
and the other just an extremal.

(iii) There is no catenary through the given points: The minimum prob-
lem (3.11) has no solution; in fact, minimizing sequences converge to
Goldsmith’s rotational surface in Figure 3.5.

3.14 The brachystochrone. One of the classical problems posed by Jo-
hann Bernoulli (1667–1748) in 1696 is that of the brachystochrone or of
the quickest descent: For two points P1 and P2 on a vertical plane, find a
line connecting them, on which a point descends from P1 to P2 under the
influence of gravitation in the quickest possible way. By choosing coordi-
nates as in Figure 3.6 with P1 = (0, 0) and P2 = (a, b), the conservation of
energy tells us that

1

2
v2 + g z = 0.

On the other hand, v = ds
dt =

√
1 + u′2 dx

dt , hence
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dt =

√
1 + |u′|2
−2gu

and we ought to minimize the functional

F(u) :=

∫ a

0

√
1 + u′2

−2gu
dx

with the conditions u(0) = 0 and u(a) = b. This is similar to the problem in
Example 3.13, slightly more complicated due to the fact that u vanishes at
the first boundary, so that the integrand is not regular in [0, a]×R×R. One
can show, but we will not do it, that the problem has a unique solution;
it is of class C1 and it is given by an arc of cycloid.

3.15 The curvature functional. The condition of vanishing of the first
variation extends easily to functionals with integrands depending in higher
order derivatives. For instance, the equilibrium configuration of a thin plate
is described by the minimizers of the integral

P (u) :=
1

2

∫
Ω

|Δu|2 dx

under suitable boundary conditions. If u is a minimizer, u is an extremal,
i.e.,

d

dε
P (u+ εϕ)

∣∣∣
ε=0

= 0 ∀ϕ ∈ C1
c (Ω),

and this yields, in turn, as Euler–Lagrange equations in strong form, the
biharmonic equation

ΔΔu = 0.

Here we confine ourselves to discussing with some details only the cur-
vature functional. Let s → c(s), s ∈ [0, L], c′(s) �= 0, be a regular plane
curve, parametrized by the arclength, and let (t(s),n(s)) be its moving
frame, t(s) = c′(s) being its tangent unit vector and n(s) its normal unit

P1

P2

Figure 3.6. The brachystochrone.
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Figure 3.7. An illustration of the cycloid from Course of Experimental Philosophy by
J. T. Desaguliers (1683–1744) and a table from Methodus Inveniendi by Leonhard Euler
(1707–1783) on elastic curves.

vector oriented in such a way that det[t(s)|n(s)] = 1. Recall that the signed
curvature kc(s) of c at s is defined by

t′(s) =: kc(s)n(s), equivalently, kc(s) = det[c′(s) | c′′(s)],
and that

n′(s) = −kc(s) t(s),

see [GM4].
Let f : R → R be a smooth function. We want to write the Euler–

Lagrange equation of the integral

F(c) :=

∫ L

0

f(kc(s)) ds.

Let ϕ ∈ C∞
c ([0, L],RN). Since the curve c(s)+εϕ(s), s ∈ [0, L], is no longer

parametrized by the arc length when ε �= 0, it is convenient to rewrite the
functional with respect to a generic parametrization c : [a, b] → Rn

F(c) :=

∫ L

0

f(kc(t))|c′(t)| dt, (3.12)

where, this time,

t(t) =
c′(t)
|c′(t)| , kc(t) =

1

|c′(t)|3 det[c′(t) | c′′(t)],

and
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t′(t) = kc(t)n(t), n′(t) = −kc(t) t(t),

see [GM4], Section 5.4.1.
If cε(s) := c(s)+εϕ(s), s ∈ [0, L], differentiating under the integral sign

the function ε → F(cε), we get

d

dε
F(cε) =

∫ L

0

(
f ′(kε(s))

( ∂

∂ε
kε(s)

)
|c′ε(s)|+ f(kε(s))

∂

∂ε
|c′ε(s)|

)
dt,

where, for the sake of simplicity, we write tε, nε and kε(s) for tcε , ncε
and kcε(s) respectively, and where the prime denotes differentiation with
respect to s. We now remark that

∂

∂ε
|c′ε(s)| =

c′ε(s)
|cε(s)| •

∂

∂ε
c′ε(s) = tε(s) •ϕ′(s) ,

hence
∂

∂ε
|c′ε(s)|

∣∣∣
ε=0

= c′(s) •ϕ′(s) .

Since

kε(s) =
1

|c′ε(s)|3
det[c′ε(s) | c′′ε (s)],

we have

∂

∂ε
kε =

1

|c′ε|3
(
det
[ ∂
∂ε

c′ε
∣∣∣ c′′ε ]+det

[
c′ε
∣∣∣ ∂
∂ε

c′′ε
])

−3
1

|c′ε|4
det
[
c′ε
∣∣∣ c′′ε ]− ∂

∂ε
|c′ε|,

hence, if k(s) := k0(s) = kc(s) and we recall that c0(s) is parametrized by
the arc length,

∂

∂ε
kε

∣∣∣
ε=0

=
(
det[ϕ′ | c′′] + det[c′ |ϕ′′]

)
− 3k c′ •ϕ′

concluding that

δF(c, ϕ) =

∫ L

0

[
f ′(k)

(
det[c′ |ϕ′′]+det[ϕ′ | c′]−3k c′ •ϕ′

)
+f(k) c′ •ϕ′

]
ds,

where, of course, k = k(s), c′ = c′(s) and ϕ′ = ϕ′(s).
It is easily seen that for tangential variations, ϕ(s) := ζ(s)t(s), we

have δF(c, ϕ) = 0, as it is clear from the invariance of F with respect to
reparametrizations of c. Instead, for normal variations, ϕ(s) = ζ(s)n(s),
we find, after an integration by parts (ζ vanishes near the boundary)

δF(c, ϕ) =

∫ L

0

(
f ′(k)ζ′′ + (f ′(k)k2 − f(k)k)ζ

)
ds

=

∫ L

0

( d2

ds2
f ′(k) + f ′(k)k2 − f(k)k)

)
ζ ds

=

∫ L

0

(
f ′′′(k)k′2 + f ′′(k)k′′ + f ′(k)k2 − f(k)k

)
ζ ds.
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Let c be an extremal of the functional (3.12), and suppose that it is
sufficiently regular so that its curvature is of class C2. Then the Euler–
Lagrange equation in weak form is∫ L

0

(
f ′′′(k)k′2 + f ′′(k)k′′ + f ′(k)k2 − f(k)k

)
ζ ds = 0

for all ζ ∈ C∞
c (]0, L[,R) and the Euler–Lagrange equation in strong form

for the functional (3.12) is

f ′′(k)k′′ + f ′′′(k)k′2 + k(kf ′(k)− f(k)) = 0. (3.13)

In principle, we can now find all extremals of the functional (3.12) by
first integrating (3.13) and finding k(s) and then c(s) from c′(s) = t(s)
after solving the linear ODE system with variable coefficients{

t(s) = k(s)n(s),

n′(s) = −k(s)t(s).

3.16 Example. Of interest is the simple integral

F(c) :=

∫ L

0
(k2c + λ) ds

where λ is a real constant. It is related to the so-called elastic lines studied by Euler.
From (3.13) its Euler–Lagrange equation is

2k′′ + k3 − λk = 0.

By multiplying by k′, we infer that there is a constant μ such that

k′2 +
1

4
k4 − λ

2
k2 = μ;

it follows that s = s(k) is given by the elliptic integral

s =

∫
dk√

μ+ λ
2
k2 − 1

4
k4

that, passing to the inverse function, yields k = k(s).

3.1.2 Some remarks on the existence and
regularity of minimizers

As we have already remarked several times, the existence of a (even unique)
critical point does not ensure the existence of a minimizer (even for critical
points of functions of one variable).

The first question to be dealt with is, therefore, that of the existence
of a minimizer for a functional of the type

F(u) =

∫
Ω

F (x, u,Du) dx

in suitable classes C of admissible functions. In the terminology of Lebesgue,
this can be done in two different ways:
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(i) By means of indirect methods : By finding one or more candidates,
for instance the extremals of F , and by means of methods that in
suitable situations allow us to conclude that an extremal is actually
a minimizer by a direct comparison of competing functions with our
candidate.

(ii) By means of direct methods : Proving directly, by means of qualitative
theorems such as Weierstrass’s theorem, that under suitable condi-
tions on the integrand and the class of competing functions there ex-
ists a minimizer; this requires the use of topological notions (such as
convergence and compactness) for the class of competing functions
and of continuity or semicontinuity information for the functional
with respect to the introduced notions of convergence, and the choice
of competing functions.

a. Existence

The indirect methods rely on the credibility that it is relatively easy to
find extremals. This is plausible at least for equations and in dimension
one, n = N = 1. In fact, in this case the Euler–Lagrange equation is

Fppu
′′ + Fpuu

′ + Fpx − Fu = 0,

that, under the assumption

Fpp(x, u, p) �= 0 ∀(x, u, p),
rewrites as

u′′ = f(x, u, u′).

As we have seen in [GM3], a result that provides us with a critical point
is then the following.

3.17 Theorem (Bernstein). 1Let f(x, u, p) be a function of class C1 in
[a, b] × RN × RN . Suppose there exist two nonnegative functions A(x, u)
and B(x, u) and a constant k > 0 such that

fu(x, u, p) > k, |f(x, u, p)| ≤ A(x, u)|p|2 +B(x, u).

Then, for all α, β ∈ RN , the problem{
u′′(x) = f(x, u(x), u′(x)) in ]a, b[,

u(a) = α, u(b) = β

has a solution.

1 S. N. Bernstein, Sur les équations du calcul des variations, Ann. Sci. Ec. Norm. Sup.,
Paris 29 (1912) 431–485.
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Figure 3.8. In the figure we have plotted the first three terms of a sequence of functions
{un} that converges uniformly to the function that is identically zero, but F(un) = 0
∀n while F(0) = 1, F being the functional of Example 3.18.

Having at our disposal one or more than one critical point, in order to
decide whether one of them is a minimizer for F we may use the classical
and elegant theory of second variation or of conjugate points of Carl Jacobi
(1804–1851) or of extremal fields of Karl Weierstrass (1815–1897), that,
incidentally, plays an important role in differential geometry. However, we
do not pursue this here.

The indirect approach, the formalism of which is extremely important
also for multiple integrals, n > 1, loses ground for multidimensional prob-
lems since, in this case, it is less clear how one can prove the existence of
solutions of the Euler–Lagrange equation; on the contrary, a direct proof
of the existence of a minimizer might instead provide a simple proof of
the existence of critical points: The Dirichlet principle that we discuss in
Chapter 1 is a prototype.

The direct methods of calculus of variations, that begin in the works
of Leonida Tonelli (1885–1946) and have further development in the works
of Charles Morrey (1907–1984), are still an important area of research.
Their use requires the enlargement of the class of competing functions
beyond the smooth ones among which we seek a minimizer and a related
extension of the functional on the enlarged class, for instance, as we have
seen, Sobolev classes for the Dirichlet principle. The so-called regularity
problem of generalized solutions then naturally arises.

We have no chance here to illustrate those questions, and we refer the
reader to the bibliographical appendix, confining ourselves to the discus-
sion of a few simple examples.

3.18 Example (Lebesgue’s sequence). Consider the problem

F(u) :=

∫ 1

0
(u′2 − 1)2 dx → min, u(0) = 0, u(1) = 0.

It is not difficult to see that

inf
{
F(u)

∣∣∣u ∈ C1([0, 1]), u(0) = 0 = u(1) = 1
}

= 0;

however, the infimum is not taken, i.e., the above problem has no solution of class C1. In
fact, at functions with piecewise slope 1 or −1 we have F(u) = 0, but F never vanishes
at functions of class C1 that vanish at 0 and 1. Moreover, minimizing sequences do not
necessarily converge to a minimum u.
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3.19 Example (Weierstrass’s example). Consider the problem

F(u) :=

∫ 1

−1
x2u′2 dx → min, u(−1) = −1, u(1) = 1,

and, for ε > 0,

uε(x) :=
arctan x

ε

arctan 1
ε

or

uε(x) :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−1 if x ≤ −ε,
x

ε
if |x| ≤ ε,

1 if x ≥ ε.

The family {uε} is admissible and F(uε) → 0, hence

inf
{
F(u)

∣∣∣u ∈ C1([−1, 1]), u(−1) = −1, u(1) = 1
}

= 0,

but, clearly, there is no such admissible function with zero energy.

b. Regularity in the 1-dimensional case

We shall not discuss the regularity problem in the multidimensional case;
here we only illustrate a regularity theorem in the 1-dimensional case.

In order to write the Euler–Lagrange equation in strong form, of course
it suffices that the extremal be of class C2, at least in the classical context.
However, there is no reason why an extremal or even a minimizer of class
C1 should be of class C2.

3.20 Example. The function u(x) = x|x|, that is of class C1 but not of class C2,
clearly solves the problem

F(u) :=

∫ 1

−1
(u′ − 2|x|)2 dx → min, u(−1) = −1, u(1) = 1.

3.21 Example. The function

u(x) :=

⎧⎨⎩0 if x ∈ [−1, 0],

x2 x ∈ [0, 1],

that is of class C1 but not of class C2, clearly solves the problem

F(u) :=

∫ 1

−1
u2(x)(u′ − 2x)2 dx → min, u(−1) = 0, u(1) = 1.

However, we have the following.

3.22 Proposition. If u ∈ C1([a, b],RN ) is an extremal of the functional

F(u) :=

∫
Ω

f(x, u(x), u′(x)) dx,

i.e., if
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Figure 3.9. Eugenio Beltrami (1835–1899) and Paul du Bois–Reymond (1831–1889).

∫ b

a

(Fpϕ
′ + Fuϕ) dx = 0

for all ϕ ∈ C1([a, b],RN ) with ϕ(a) = ϕ(b) = 0, then

x → Fp(x, u(x), u
′(x))

is of class C1([a, b],RN ).

Proof. Integrating by parts the second term of the Euler–Lagrange equation we get

0 =

∫ b

a

{
Fpϕ

′ +
d

dx

(∫ x

a
Fu dt ϕ(x)

)
−
∫ x

a
Fu dt ϕ′(x)

}
dx

=

∫ b

a

(
Fp −

∫ x

a
Fu dt

)
ϕ′(x) dx.

Using du Bois–Reymond lemma, see Chapter 1, we infer

Fp(x, u(x), u
′(x)) =

∫ x

a
Fu(t, u(t), u

′(t)) dt + const, (3.14)

in ]a, b[, hence in [a, b] by continuity. The fundamental theorem of calculus then yields
the result since x �→ Fu(x, u(x), u′(x)) is continuous in [a, b]. ��

Notice that we are not allowed to compute the derivative of the function
x �→ Fp(x, u(x), u

′(x)) using the chain rule, since, in general, u′ is not
differentiable a priori. However, the following holds.

3.23 Theorem (Regularity). Let F (x, u, p) be an integrand of class C2

and let u be an extremal of class C1 of the functional

F(u) =

∫ b

a

F (x, u, u′) dx.

If detFpp(x, u(x), u
′(x)) �= 0 ∀x ∈]a, b[, then u ∈ C2(]a, b[,RN).
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Proof. Introduce the function φ :]a, b[×RN × RN × RN → RN given by

φ(x, z, p, q) := Fp(x, z, p)− q.

Since det ∂φ
∂p

= detFpp �= 0, the implicit function theorem applied to the equa-

tion φ(x, z, p, q) = 0 tells us that for all x0 ∈]a, b[ there is a neighborhood U of
(x0, z0, p0, q0), z0 = u(x0), q0 = Fp(x0, u(x0), u′(x0)) and a map ϕ of class C1

such that φ(x, z, ϕ(x, z, q), q) = 0 ∀(x, z, p, q) ∈ U . Since for x close to x0 we have
(x, u(x), Fp(x, u(x), u′(x))) ∈ U , we infer that

u′(x) = ϕ(x, u(x), Fp(x, u(x), u
′(x))).

This implies at once that u′ is of class C1, since ϕ, u(x) and x → Fp(x, u(x), u′(x)) are
of class C1, see Proposition 3.22. ��

The previous theorem extends to extremals that are absolutely contin-
uous.

3.24 Theorem (Regularity). Let F (x, u, p) be an integrand of class C2

and let u be an extremal that is absolutely continuous of the functional

F(u) =

∫ b

a

F (x, u, u′) dx

such that Fp(x, u(x), u
′(x)) and Fu(x, u(x), u

′(x)) are summable. If

detFpp(x, u(x), u
′(x)) �= 0 for a.e. x ∈]a, b[,

then u ∈ C2(]a, b[,RN ).

Proof. As in Proposition 3.22, the du Bois–Reymond lemma yields that (3.14) holds
for a.e. x. Hence x → Fp(x, u(x), u′(x)) is absolutely continuous. As in the proof of
Theorem 3.23 we then conclude that

u′(x) = ϕ(x, u(x), Fp(x, u(x), u
′(x))) a.e. x,

that implies that u′ is absolutely continuous, in particular, u′ agrees a.e. with a contin-
uous function v(x). Summing up, for x0 ∈]a, b[ we have

u(x) = u(x0) +

∫ x

x0

u′(s) ds = u(x0) +

∫ x

x0

v(s) ds,

hence u ∈ C1 near x0. Finally, Theorem 3.23 yields the conclusion. ��

3.1.3 Constrained variational problems

In several instances one wants to minimize a functional among functions
that ought to satisfy some constraints besides the boundary conditions.
Here we write the vanishing of the first variation in two interesting cases:
The so-called Lagrange multipliers appear in this context.
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a. Isoperimetric constraints

3.25 Theorem. Let u be a minimizer of the functional

F(u) =

∫ b

a

F (x, u,Du) dx

among the functions u that satisfy the constraints

Gk(u) :=

∫ b

a

Gk(x, u,Du) dx = ck, k = 1, . . . , r

and suitable boundary conditions. Suppose that there exist functions ψ1,
. . . , ψr of class C1([a, b],RN ) vanishing at a and b such that the matrix[

δGk(u, ψ�)
]

has maximal rank r. Then there exists λ := (λ1, λ2, . . . , λr) such that u is
an extremal of the functional

F(u) +

r∑
k=1

λkGk(u).

Proof. For the sake of simplicity we confine ourselves to the case r = 1, setting G := G1.
Let ϕ ∈ C1([a, b],RN ) vanish at a and b, and let ψ ∈ C1 be such that δG(u, ψ) = 1. For
ε and t in a neighborhood of 0 define

Φ(ε, t) := F(u+ εϕ+ tψ), Ψ(ε, t) := G(u+ εϕ+ tψ).

Trivially, (0, 0) is a minimum point of Φ with the constraint Ψ(ε, t) = c1. The Lagrange
multiplier theorem, see Theorem 5.62 of [GM4], yields the existence of λ ∈ R such that⎧⎨⎩Φε(0, 0) + λΨε(0, 0) = 0,

Φt(0, 0) + λΨt(0, 0) = 0

that is,
δ(F + λG)(u, ϕ) = 0, δ(F + λG)(u, ψ) = 0,

i.e., u is an extremal of F + λG with λ := −δF(u, ψ). ��

3.26 Isoperimetric problem. Among graphs in [a, b] × R+ with pre-
scribed boundary that enclose a given area∫ b

a

u(x) dx = A,

find the one of minimal length,∫ b

a

√
1 + u′2 dx → min .

Assume that the minimum point u exists and is regular; then u solves
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(
u′√

1 + u′2

)′
= const

i.e., the possible solution has to have constant curvature. Similarly, the
possible solutions of the problem of minimizing the area of graph of u∫

Ω

√
1 + |Du|2 dx

among the functions u : Ω ⊂ Rn → R with prescribed boundary conditions
and with prescribed integral ∫

Ω

u(x) dx = A,

solve the equation

n∑
α=1

Dα
Dαu√

1 + |Du|2 = const,

i.e., have graphs with constant mean curvature, see Chapter 5 of [GM4].

3.27 First eigenvalue of the Laplacian. The solution of the problem⎧⎪⎪⎨⎪⎪⎩
1
2

∫
Ω
|Du|2 dx → min,

u = 0 on ∂Ω,∫
Ω
u2 dx = 1

satisfies the equation
Δu+ λu = 0 in Ω,

where λ is a constant, in fact, the first eigenvalue of the Laplacian.

3.28 Elastic lines. Elastic lines were studied by Robert Hooke (1635–
1703), Gottfried W. von Leibniz (1646–1716) and Leonhard Euler (1707–
1783) with the methods of the calculus of variations. In the formulation of
Euler, the problem amounts to minimizing the curvature functional∫

γ

k2 ds → min

under the length constraint
∫
γ ds = L. This leads to looking at the ex-

tremals of the functional ∫
γ

(k2 + λ) ds,

the Euler–Lagrange equation we discussed in Example 3.15.
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b. Holonomic constraints

Suppose we want to minimize the action∫ b

a

L(x, u, u′) dx

of n material points among motions that take place on a surface, for in-
stance, implicitly defined by the system of equations G(z) = 0.

More generally, suppose we want to minimize the integral∫
Ω

F (x, u,Du) dx

among maps u : Ω → RN that take values on a (N − r)-dimensional
submanifold Y of a suitable RN , defined implicitly by the equation G(z) =
0, where G : Rn → Rr, 1 ≤ r < N , is of class C1 with Jacobian matrix of
maximal rank r in u(Ω).

Let ψ(x, t) be a family of admissible variations for u : Ω → RN ,
ψ(x, 0) = u(x). Then G(ψ(x, t)) = 0 ∀(x, t) and, differentiating in t and
setting

ϕ(x) :=
∂ψ

∂t
(x, 0),

we have DG(u(x))ϕ(x) = 0, i.e.,

ϕ(x) ∈ kerDG(u(x)) = Tanu(x) Y,

as the tangent space Tanz Y at z to Y = {G(z) = 0} is kerDG(z); we
simply say that ϕ is tangent to Y along u.

3.29 Proposition. Let G : Rn → Rr, 1 ≤ r < N , be a map of class C1

with Jacobian matrix of maximal rank r at the points of Y := {z |G(z) =
0}. If u ∈ C1(Ω,Y) is a minimizer of the functional F(u) among maps
with values in Y, then u solves the Euler–Lagrange equations that in this
case take the form⎧⎨⎩ G(u(x)) = 0,∫

Ω

(Fui −DαFpi
α
)ψi dx = 0 ∀ψ ∈ C1

c (Ω,R
N ) tangent to Y along u.

(3.15)
Moreover, if u is of class C2, then u satisfies (3.15) if and only if⎧⎨⎩G(u(x)) = 0,(

Fui −DαFpi
α

)
⊥ Tanu(x) Y,

∀x ∈ Ω. (3.16)
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Proof. We prove the proposition under the extra assumption that Y be of class C2(Ω).2

Recall that every submanifold Y ⊂ RN of class C2 has a neighborhood U with a
projection π : U → Y that maps a point z ∈ U uniquely into π(z) ∈ U , the foot of the
perpendicular through z to Y . The map π is of class C1, its tangent map dπ(z) has
Tanπ(z) Y as image and ImDπ(z) = Tanπ(z) Y , see Chapter 5 of [GM4].

Let ζ ∈ C1
c (Ω,RN ). Since the support of ζ is compact, there is ε0 > 0 such that for

|ε| < ε0 we have u(x) + εζ(x) ∈ U ∀x ∈ U . The function

ψ(x, ε) := π(u(x) + εζ(x)) (3.17)

is then an admissible variation, i.e., G(ψ(x, ε)) = 0 and ψ(x, 0) = u(x), and

∂ψ

∂ε
(x, 0) = Dπ(u(x))ζ(x) ∀x ∈ Ω.

In particular, ϕ(x) := ∂ψ
∂ε

(x, 0) ∈ Tanu(x) Y , i.e., ϕ is tangent to Y along u; moreover,

ϕ(x) = ζ(x) if ζ is tangent to Y along u.

(i) Let u be a minimizer of F constrained to Y , ζ tangent to Y along u and ψ(x, ε) be

defined by (3.17), then, as we have seen, ∂ψ
∂ε

= ζ. The function

ε → F(ψ(·, ε))
has a minimizer at ε = 0. Differentiating under the integral sign, Fermat’s theorem
yields

0 =
d

dε
F(ψ(·, ε))

∣∣∣
ε=0

=

∫
Ω

(
Fuiζi + Fpiα

Dαζ
i
)
dx.

(ii) If, moreover, u ∈ C2(Ω), an integration by parts yields∫
Ω

(
Fui −DαFpiα

)
ζi dx = 0

for all ζ tangent to Y along u. In particular,∫
Ω

(
Fui −DαFpiα

)
Djπ

i(u(x))ϕj (x) dx = 0

for all ϕ ∈ C1
c (Ω,RN ). From the fundamental lemma of calculus of variations we infer(

Fui −DαFpiα
)Djπ

i(u(x)) = 0,

i.e., the vector (Fui −DαFpiα
) is perpendicular to ImDπ(u(x)) = Tanu(x) Y . ��

More generally, we can state the following.

2 The same proof works if Y is of class C1 using a deep result of Hassler Whitney
(1907–1989): If Y is a submanifold of class C1, then there is an open set U ⊃ Y
and a map of retraction π : U → Y, i.e., such that π(U) = Y and π|Y = Id|Y of

class C1. Actually, the following holds, see H. Federer, Geometric Measure Theory,
Springer–Verlag, New York, 1969, Theorem 3.1.20,

Theorem (Federer–Whitney). Let B ⊂ Rn be connected and let k ≥ 1. B is a
submanifold of class Ck if and only if there are an open set U and a map π of class
Ck that retracts U onto B.
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3.30 Theorem. Let u be an extremal of class C1 of the functional

F(u) :=

∫
Ω

F (x, u(x), Du(x)) dx

constrained to

C := {u : Ω → RN
∣∣∣G(x, u(x)) = 0, x ∈ Ω},

where G(x, u) : Ω × RN → Rr denotes a map of class C1, with Jacobian
matrix with respect to u of maximal rank r on {(x, u(x)), x ∈ Ω}. Then
there exist continuous functions λ1(x), . . . , λr(x) such that u is an extremal
of the functional∫

Ω

(
F (x, u(x), Du(x)) +

r∑
k=1

λk(x)Gk(x, u(x))
)
dx.

3.31 Example (Force of constraints). In the case of the action∫ t2

t1

(1
2
mX′2 − V (X)

)
dt, Gj(t, X) = 0, j = 1, . . . , r,

we infer from Theorem 3.30 that Euler–Lagrange equations are

mX′′(t) = ∇V (X(t)) +
r∑

k=1

λk(t)∇Gk(t, X(t)),

where the last term is physically interpreted as the force exerted by the constraint.
The multipliers can be computed from G(t, X(t)) = 0 differentiating twice in t as in
Examples 3.32 and 3.33.

3.32 Example (Harmonic maps into SN−1). The extremal u : Ω ⊂ Rn → RN of
the problem

1

2

∫
Ω
|Du|2 dx → min, |u|2 = 1,

are the solutions of the equations

−Δu+ μ(x)u = 0, |u|2 = 1, (3.18)

and we can easily compute that Lagrange’s multiplier μ is given by −|Du|2. In fact,

from |u|2 = 1 we find by differentiation
∑N

i=1 u
iDui = 0 and, differentiating again,

u •Δu + |Du|2 = 0. Comparing the last equation with (3.18), we conclude that μ(x) =
−|Du|2.

In conclusion, the extremals of the Dirichlet integral for maps with values in a
sphere solve the equations

−Δu = u|Du|2.

3.33 Example (Harmonic maps into a manifold). The extremals u : Ω ⊂ Rn →
RN of the problem

1

2

∫
Ω
|Du|2 dx → min, G(u(x)) = 0,

where G : RN → Rr is a smooth map with Jacobian matrix of maximal rank on
{y |G(y) = 0}, solve the equations
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−Δui +
r∑

k=1

λk(x)DiG
k = 0, G(u(x)) = 0, (3.19)

where λ1, λ2, . . . , λr are suitable functions that can be computed as follows. Differen-
tiating twice in x the relation G(u(x)) = 0 we get

DiG
k(u(x))Δui + Ek(x) = 0 k = 1, . . . , r,

where

Ek(x) :=
N∑

i,j=1

n∑
α=1

∂2Gk

∂yi∂yj
(u(x))Dαu

iDαu
j .

Comparing with (3.19) and writing in vector notation E(x) := (E1, E2, . . . , Er), λ :=
(λ1, λ2, . . . , λr) and Δu := (Δu1, . . . ,ΔuN ), we find

E = −DGΔu = DGDGT λ,

i.e.,

λ(x) =
(
DG(u(x))DG(u(x))T

)−1
E(x).

3.34 The general Dirichlet integral. Let X and Y be two submani-
folds of respectively two Euclidean spaces Rm and RN , and let U : X → Y
be a smooth map thought of as a map with values in RN with image into
Y. The differential of U at x maps the tangent space TxX of X at x into
the tangent space TU(x)Y of Y at U(x). Since TxX and TyY are naturally
endowed with the inner products of the ambient spaces, respectively Rm

and RN , the adjoint map dU∗
x : TU(x)Y → TxX is well-defined. We can

therefore define an inner product and a norm on the space of linear maps
from TxX into TU(x)Y as

A •B := trB∗A and |A| :=
√
A∗A.

The energy density of U is then

e(U)(x) :=
1

2
|dUx|2

and, by means of the volume element of X , we define the generalized Dirich-
let energy as

D(U,X ) = D(U) :=

∫
X
e(U) dHn.

In this way the Dirichlet energy is defined independently of the chosen
coordinates. Notice that in orthonormal coordinates, for maps U : Ω ⊂
Rn → Y ⊂ RN we have

e(U)(x) =
1

2
|DU(x)|2, D(U,Ω) =

1

2

∫
Ω

|DU |2 dx.

Since the following considerations are local and U is continuous, it is
not restrictive to choose local coordinates in X and Y respectively, i.e.,
diffeomorphisms ϕ : B(0, 1) ⊂ Rn → X and ψ : B(0, 1) ⊂ RN → Y.
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Denote the local coordinates by x = (x1, x2, . . . , xn) in Rn and by y =
(y1, y2, . . . , yN) in RN . Set u := ψ−1 ◦ U ◦ ϕ and let

Γ = (γαβ(x)) :=
∂ϕ

∂xα
•
∂ϕ

∂xβ
, G = (gij(y)) :=

∂ψ

∂yi
•
∂ψ

∂yj

be respectively the metric tensors in Tanx X and Tany Y. Then dUx is
represented by the matrix Du(x) and dU∗

x is represented by the matrix

Γ−1(x)Du(x)TG(u(x)),

consequently,

e(U) =
1

2
γαβgij(u(x))

∂ui

∂xα

∂uj

∂xβ

where (γαβ) = (γαβ)
−1. Since dHn =

√
γ dx, γ := det(γαβ), we conclude

that in local coordinates the energy takes the form

D(U,X ) = D(u)

:=
1

2

∫
B(0,1)

γαβ(x)gij(u(x))
∂ui

∂xα
(x)

∂uj

∂xβ
(x)
√

γ(x) dx.
(3.20)

Notice that in the standard case, X = Ω ⊂ Rn and Y = RN , choosing
orthonormal coordinates to write u, then u = U and Γ = Γ−1 = Id; hence
D(u) is the standard Dirichlet energy.

3.35 ¶. Write the Dirichlet integral for maps u : B(0, 1) ⊂ R2 → R in polar coordinates
and for maps u : B(0, 1) ⊂ R3 → R in spherical coordinates.
[Hint. Use (3.20).]

Let us write Euler–Lagrange equations for the functional in (3.20).
For every ϕ : B(0, 1) → RN of class C1, that vanishes on the boundary
of B(0, 1) and for every t ∈ R, the maps u + tϕ are admissible. Thus,
differentiating under the integral sign, one easily deduces

δD(u, ϕ)

=

∫
B(0,1)

(
γαβgijDαu

iDβϕ
j dx+

1

2
γαβgij,�(u)Dαu

iDβu
jϕ�
)√

γ dx,

and, integrating by parts (assuming u to be of class C2), one gets that the
minimizers of the Dirichlet integral written in local coordinates solve the
system of PDE’s

1√
γ
Dβ(γ

αβ√γgkiDαu
i)

− 1

2
γαβgij,k(u)Dαu

iDβu
j = 0 ∀k = 1, . . . , N.

(3.21)

System (3.21) can be written equivalently as
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gik
1√
γ
Dβ(γ

αβ√γDαu
i)

+ γαβ
(
gik,j(u)− 1

2
gij,k(u)

)
Dαu

iDβu
j = 0 ∀k = 1, . . . , N.

(3.22)
Notice that the following hold:

(i) The first term in (3.21) is Laplace–Beltrami’s operator on X applied
to u, see Chapter 5 of [GM4],

1√
γ
Dβ(γ

αβ√γgkiDαu
i) = div X (∇Xuk) = ΔXuk.

(ii) The second term in (3.21) vanishes if the metric of Y is constant.
(iii) Introducing Christoffel symbols of the first kind of Y

Γikj(u) :=
1

2

(
gkj,i(u)− gij,k(u) + gik,j(u)

)
,

(3.22) becomes

gikΔXui + γαβΓikj(u)Dαu
iDβu

j = 0 ∀k = 1, . . . , N,

or, since (gij) is invertible,

ΔXu� + γαβΓ�
ijDαu

iDβu
j = 0 ∀� = 1, . . . , N, (3.23)

where (gij) := (gij)
−1 and Γ�

ij := g�kΓikj denote the Christoffel sym-
bols of the second kind of the metric g on Y.

3.36 Example. If X is an interval of the real axis, system (3.23) takes the form

d2

dt2
u + Γ

ij

dui

dt

duj

dt
= 0,

that are the geodesic equations.

3.1.4 Noether’s theorem

Let us return to the discussion of unconstrained problems. It turns out that
Euler–Lagrange equations are only some of the stationary conditions for
a minimizer. Here we state stationary conditions for arbitrary variations.
As a consequence we state Noether’s theorem, which yields, in particular,
the stationary conditions in the presence of symmetries.
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Figure 3.10. William R. Hamilton (1805–1865) and Emmy Noether (1882–1935).

a. General variations

Let Ω be a bounded open set of Rn. For |ε| < ε0 we consider a family of
domains Ωε, that are small variation of Ω; more precisely, we consider a
bounded open set U that strictly contains Ω and, for every ε with −ε0 <
ε < ε0, a map

η(x, ε) : U×]− ε0, ε0[→ RN

with η(x, 0) = x such that ηε(x) := η(x, ε) is a diffeomorphism from U
onto its image; then

Ωε := ηε(Ω) ⊂ U, Ω ⊂ Uε

for ε sufficiently small. The infinitesimal generator of ε → η(·, ε) is the
function

μ(x) :=
∂η

∂ε
(x, 0), x ∈ U ;

clearly, when ε → 0 we have

ηε(x) = x+ εμ(x) + o(ε), ∀x ∈ U,

(ηε)
−1(y) = y − εμ(y) + o(ε), ∀y ∈ Ω.

Notice that, if λ : U → Rn is a smooth map with a bounded difference
quotient, then the maps ηε(x) := x+ ελ(x) are diffeomorphisms onto their
images for ε sufficiently small (as one easily infers from the implicit function
theorem); thus, they are variations of the identity in U with infinitesimal
generator λ.

Let u ∈ C1(U). We consider the C1 perturbation

v(y, ε) : U×]− ε0, ε0[→ RN

with v(x, 0) = u(x) given by v(y, ε) := u(η(x, ε)). Since for y ∈ U we have
η(y, ε) ∈ U for ε small, |ε| < ε(y), the infinitesimal generator of the family
{vε}, vε(y) := v(y, ε), is well-defined
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ϕ(x) :=
∂v

∂ε
(x, 0)

and, of course, we have v(x, ε) = u(x) + εϕ(x) + o(ε) as ε → 0.
Finally, we consider an integrand F (x, u, p) defined in U × RN × RnN

such that for |ε| sufficiently small the function

φ(ε) :=

∫
Ωε

F (y, v(y, ε), Dv(y, ε)) dy

is well-defined. We want to compute φ′(0).

3.37 Proposition. With the previous notation,

φ′(0) =
∫
Ω

(
Fuiϕi + Fpi

α
Dαϕ

i +Dα(Fμα)
)
dx

= δF(u, ϕ) +

∫
Ω

Dα(Fμα) dx

=

∫
Ω

(
−DαFpi

α
+ Fui

)
ϕi dx+

∫
Ω

Dα

(
Fμα + Fpi

α
ϕi
)
dx.

Proof. We notice that detDxη(x, 0) = 1, detDxη(x, ε) > 0, ∂
∂ε

detDxη(x, ε)|ε=0 =
div μ(x) and that

φ(ε) =

∫
Ω
F
(
η(x, ε), v(η(x, ε)), Dyv(η(x, ε))

)
detDxη(x, ε) dx.

The result then easily follows differentiating under the integral sign. ��

We see, therefore, that φ′(0) depends only on the infinitesimal genera-
tors μ(x) and ϕ(x) of the perturbations η(x, ε) and v(y, ε); φ′(0) is called
the variation in the direction (ϕ, μ) of the functional

F(u) :=

∫
Ω

F (x, u(x), Du(x)) dx (3.24)

at the point u.

b. Inner variations

When μ(x) = 0 and ϕ ∈ C1
c (Ω,R

N ), so that η(x, ε) = x ∀ε and
v(x, ε) = u(x) + εϕ(x), Proposition 3.37 is simply the computation of
the first variation, as in this case

φ′(0) = δF(u, ϕ).

Instead, if we choose μ ∈ C1(U,RN ), η(x, ε) := x + εμ(x) and v(y, ε) =
u(η(y, ε)−1), then u(x) = v(η(x, ε), ε), and differentiating in ε gives

0 = Dyv(x, 0)μ(x) + ϕ(x), i.e., ϕ(x) := −Du(x)μ(x).
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Figure 3.11. Frontispieces of two volumes on “geometric analysis”.

It follows from Proposition 3.37 that for all λ ∈ C1(U,RN ) the variation
at u in the direction (Du(x)λ(x),−λ(x)), called the inner variation of F
at u with respect to λ, is given by

∂F(u, λ) := φ′(0)

:=

∫
Ω

(
FuiDαu

iλα + Fpi
β
Dβ(Dαu

iλα)− Fdiv λ−DαF λα
)
dx

=

∫
Ω

(
− Fxαλα − Fdiv λ+ Fpi

β
Dαu

iDβλ
α
)
dx.

This can be written in a more compact way introducing the Hamilton
tensor, called also Hamilton–Eshelby or energy-momentum tensor,

T β
α := piαFpi

β
− δβaF ;

(3.25) becoming

∂F(u, λ) =

∫
Ω

(
T β
αλ

α
xβ − Fxαλα

)
dx. (3.25)

3.38 Definition. We say that an extremal of F , that is a solution of
δF(u, ϕ) = 0 ∀ϕ ∈ C1

c (Ω,R
N ), is stationary (respectively strongly sta-

tionary) if

∂F(u, λ) = 0 ∀λ ∈ C1
c (Ω,R

N )

(respectively ∀λ ∈ C1(Ω,RN )).
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If u ∈ C2(Ω) (respectively u ∈ C2(Ω)), the relative Hamilton tensor is
of class C1(Ω) (respectively C1(Ω)), hence an integration by parts yields
for all λ ∈ C1

c (Ω,R
n) (respectively C1(Ω,Rn))

∂F(u, λ) =

∫
Ω

(−DβT
β
α − Fxα)λ

α dx+

∫
∂Ω

νβT
β
αλ

α dHn−1, (3.26)

where ν = (νβ) is the exterior unit normal vector to ∂Ω. Consequently, an
extremal u ∈ C2(Ω) is stationary if and only if

DβT
β
α + Fxα = 0 in Ω,

whereas u ∈ C2(Ω) is a strong stationary extremal if and only if{
DβT

β
α + Fxα = 0 in Ω,

T β
α νβ = 0 su ∂Ω.

Trivially, (3.26) implies the following.

3.39 Corollary. Minimizers of class C1 are stationary extremals.

There are examples of extremals of class C1 that are not stationary. How-
ever, the following holds.

3.40 Proposition. All extremals of class C2 are stationary extremals.

Proof. In fact, if u is an extremal of class C2, we have DβFpi
β

= Fui and, for α =

1, . . . , n, we compute

DβT
β
α + Fxα = Dβαu

iFpi
β
+Dαu

iDβ(Fpi
β
)−DαF + Fxα

= Dαβu
iFpi

β
+ FuiDαu

i + Fxα −DαF = DαF −DαF = 0.

��

3.41 Example (Conservation of energy). Minimizers of Lagrangians ot the type
F = F (u, p) satisfy the law of conservation of energy

F (u, u′)− u′Fp(u, u
′) = const.

c. Curves of minimal energy and curves of minimal length

Let U : [0, 1] :→ RN be a curve parametrized with constant velocity. Then

D(U) =
1

2

∫ 1

0

|U ′(t)|2 dt = 1

2
L(U)2,

where L(U) is the length of the curve U(t). Consequently, if U : [0, 1] →
Y ⊂ RN is a curve with velocity of constant modulus, with extreme points
p and q and of minimal length among the curves in Y with extreme points
p and q, then for all v : [0, 1] → Y with v(0) = p and v(1) = q,
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D(U) =
1

2
L(U)2 ≤ 1

2
L(v)2 =

1

2

(∫ 1

0

|v′| dt
)2

≤ 1

2

∫ 1

0

|v′|2 dt = D(v),

i.e., U minimizes the Dirichlet integral among all curves in Y with extreme
points p and q.

Conversely, consider a minimizer U : [0, 1] → Y ⊂ RN of the Dirichlet
integral among smooth curves in Y with prescribed boundary values p and
q,

D(U) → min, U(x) ∈ Y, U(0) = p, U(1) = q,

and let u : [0, 1] → Rm be a representation of U in local coordinates of Y.
Then, see (3.20),

D(U) = D(u) =
1

2

∫ 1

0

|U ′|2 dt =
∫ 1

0

gij(u(t))u
i′(t)uj ′(t) dt

and u is a minimizer of the functional∫ 1

0

F (t, u(t), u′(t)) dt

with integrand F (t, u, p) =
∑N

i,j=1 gij(u)p
ipj . The corresponding Hamilton

tensor is

T = piFpi − F = gijp
ipj − 1

2
gijp

ipj =
1

2
gijp

ipj =
1

2
|U ′|2,

hence, since the interior variation has to vanish according to Corollary 3.39,
we have

0 = ∂D(u, λ) =
1

2

∫ 1

0

|U ′(t)|2λ′ dt ∀λ ∈ C1
c (]0, 1[) (3.27)

or, in other words, U has velocity of constant modulus. In particular,
2D(U) = L(U)2.

Now, if c is any regular curve with extreme points p and q with values
in Y and v is a reparametrization of it with velocity of constant modulus,
then

L2(U) =

(∫ 1

0

|U ′| dx
)2

= 2D(U) ≤ 2D(v) = L2(v) = L2(c).

We can therefore state the following.

3.42 Theorem. A curve γ in Y has minimal Dirichlet energy if and only
if it has minimal length and it is reparametrized with velocity of constant
modulus.

This claim makes clear that a rubber band on a surface withdraws to
a curve of minimal length.
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d. Surfaces of minimal energy and surfaces of minimal area

Let B(0, 1) be the unit ball of R2, Y a m-dimensional submanifold of Rn,
and u : B(0, 1) → Rm a representation in local coordinates of a map
U : B(0, 1) → Y. The Hamilton tensor for the map u relative to the
Dirichlet integral can be written as(

T 1
1 T 1

2

T 2
1 T 2

2

)
=

(
a b

b −a

)
,

where

a :=
1

2

(
|D1U |2 − |D2U |2

)
=

1

2
(gik(u)u

i
x1uk

x1 − gik(u)u
i
x2uk

x2),

b := D1u •D2u = gik(u)u
i
x1uk

x2.

3.43 Theorem. A strong stationary extremal U : B(0, 1) ⊂ R2 → Y of

class C2(B(0, 1)) of the Dirichlet integral satisfies the conformality rela-
tions

|D1U |2 = |D2U |2, D1U •D2U = 0.

Proof. Since U is a strong stationary extremal of the Dirichlet integral, we have∫
B(0,1)

(
a(D1λ

1 −D2λ
2) + b(D2λ

1 +D1λ
2)
)
dx = 0 ∀λ ∈ C1(B(0, 1),R2). (3.28)

Restricting ourselves to fields λ ∈ C1
c (B(0, 1),R2) and integrating by parts, we infer at

once from (3.28) that
φ(z) := a(x1, x2)− ib(x1, x2)

is a holomorphic function of z = x1 + ix2 in B(0, 1). Moreover, testing with arbitrary

fields λ ∈ C1(B(0, 1),R2), we find

νβT
β
α = 0 on ∂B(0, 1),

where ν is the unit exterior normal to B(0, 1), see (3.26). In particular, T 1
1 ((1, 0)) = 0

and T 1
2 ((1, 0)) = 0. Since the Dirichlet integral is invariant under rotations R of the plane

R2, hence u ◦R are extremals, and actually strong stationary extremals. It follows that

a = �φ and b = �φ vanish on ∂B(0, 1), and, by the Cauchy formula (φ ∈ C1(B(0, 1)))
that φ(z) = 0 in B(0, 1). ��

Finally, recall that the area of U(B(0, 1)) in Y is given by

A(U,B(0, 1)) := H2(U(B(0, 1))) =

∫
B(0,1)

JU (x) dx,

where JU is the Jacobian of U , JU :=
√
detDU∗DU , and that

|JU (x)| ≤ 1

2
|DU(x)|2 ∀x ∈ B(0, 1)

with equality if and only if U satisfies the conformality relations.
Therefore, if U is conformal and Ut, t ∈]−1, 1[ is a variation of U := U0,

we then have
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A(Ut, B(0, 1)) ≤ D(Ut, B(0, 1))

for all t ∈]−1, 1[. It follows that the first variation of the area functional at
U in a direction v vanishes if and only if the first variation of the Dirichlet
integral in the direction v vanishes. Maps which have minimal area or just
critical points of the area functional are called minimal surfaces. Accord-
ingly, harmonic maps which are conformal are called parametric minimal
surfaces. As we have seen, parametric minimal surfaces are minimal sur-
faces and strong inner extremals of the Dirichlet integral are conformal,
hence parametric minimal surfaces.

e. Noether theorem

Finally, we consider a family of smooth transformations from Rn×RN into
Rn × RN that depend smoothly from a parameter ε{

y = Y (x, z, ε),

w = W (x, z, ε),
(3.29)

and that at ε = 0 are the identity, Y (x, z, 0) = x, W (x, z, 0) = z ∀(x, z).
Their infinitesimal generators are denoted by

μ(x, z) :=
∂Y

∂ε
(x, z, 0), ω(x, z) :=

∂W

∂ε
(x, z, 0).

For a given u(x) ∈ C1(U), we compose (3.29) with (x, u(x)) to get the
transformations

η(x, ε) := Y (x, u(x), ε), w(x, ε) := W (x, u(x), ε)

with infinitesimal generators

∂η

∂ε
(x, 0) = μ(x, u(x)),

∂w

∂ε
(x, 0) = ω(x, u(x)).

Of course, μ(x, u(x)) is of class C1(U) and with bounded differential quo-
tient in an open set V ⊂⊂ U . Since η(x, 0) = x, we have η(x, ε) =
x + εμ(x, u(x)) + o(ε) as ε → 0. It follows that for ε small, η(·, ε) is a
diffeomorphism from V into its image with inverse ξ(·, ε) with Taylor ex-
pansion ξ(y, ε) = y − εμ(y, u(y)) + o(ε) as ε → 0.

Finally, we consider the perturbation of u(x)

v(y, ε) := w(ξ(y, ε), ε)

with infinitesimal generator

ϕ(x) :=
∂v

∂ε
(x, 0)

that we can compute as follows. Since w(x, ε) = v(η(x, ε), ε), differentiating
at 0 we find
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ω(x, u(x)) =
∂w

∂ε
(x, 0) = Dyv(x, 0)μ(x, u(x)) + ϕ(x)

and, since Dyv(x, 0) = Du(x), we conclude

ϕ(x) = ω(x, u(x)) −Du(x)μ(x, u(x)).

Proposition 3.37 then yields at once the following.

3.44 Theorem (Noether). Assume that the functional F(u) is invari-
ant with respect to the family of transformations in (3.29) with infinitesi-
mal generators μ and ω. Then the extremals u of class C2(Ω) of F satisfy
the conservation law

n∑
α=1

Dα(Fpi
α
ωi − Tα

β μ
β) = 0.

Proof. Due to the invariance of F , its variation at u in the direction (ω(x, u(x)) −
Du(x)μ(x, u(x)), μ(x, u(x)) vanishes. The result then follows easily from Proposi-
tion 3.37. ��

3.45 Example (Conservation of energy). Let F = F (u, p). The functional

F(u) :=

∫
Ω
F (u,Du)dx

is invariant with respect to translation in x, η(x, ε) = x + ε, w(x, ε) = u(x) that have
as infinitesimal generators μ = 1 and ω = 0.

It follows in the case n = N = 1

F (u, u′)− u′Fp(u, u
′) = const.

3.46 Example (Newton’s gravitation law). Let m1, m2, . . . , mn be the masses of
n point-masses in x1(t), x2(t), . . . , xn(t) at time t. According to Newton’s gravitation
law they attract each other with forces given by

Fik := K
mimk

r3ik
(xk − xi), i �= k, rik = |xi − xk|,

according to Hamilton’s principle, the actual motion, x(t) = (x1(t), x2(t), . . . , xn(t)) ∈
R3n is an extremal of the action

F(x) :=

∫ t2

t1

F (x, x′) dt,

where F (x, x′) := T (x′)− V (x) with

T (x′) =
1

2

n∑
j=1

mjx
′
j
2
, V (x) = −

∑
i<k

K
mimk

rik
.

In this case Fpi = mipi, and the Hamilton tensor is the function

T (x, x′) = x′
iFpi(x, x

′)− F (x, x′) =
1

2

n∑
i=1

mi|x′
i|2 + V (x),

i.e., the total energy of the system. It is readily seen that F is invariant
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(i) with respect to translations of time⎧⎨⎩t∗ = t + ε,

x∗ = x,

with generators μ = 1 and ω = 0. We find as a consequence of Noether’s theorem
the law of conservation of energy(1

2

n∑
i=1

mi|x′
i|2 + V (x)

)′
= 0,

at least as far as no collision arises;
(ii) with respect to translations in space, for instance in the direction e1,⎧⎨⎩t∗ = t,

x∗ = x+ e1,

with generators μ = 0 and ω = (e1, e1, . . . , e1), hence

Fp1e1 + · · ·+ Fpne1 = 0

or, equivalently,

e1 •
n∑

i=1

mix
′
i(t) = const,

that expresses the conservation of momentum, in absence of collisions;
(iii) with respect to rotations in the space⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

t∗ = t,

x∗
i = xi cos ε+ yi sin ε,

y∗i = −xi sin ε+ yi cos ε,

z∗i = zi,

with infinitesimal generators μ = 0 and ω = (a1, . . . , an), aj := (yj ,−xj , 0),
hence

Fp1a1 + · · ·+ Fpnan = const,

equivalently,

m1(y1x
′
1 − x1y

′
1) + · · ·+mn(ynx

′
n − xny

′
n) = const,

i.e.,
n∑

j=1

mjxj ∧ x′
j = const,

that expresses the conservation of the angular momentum, again in absence of
collisions.

3.1.5 The eikonal and the Huygens principle

In this subsection we illustrate an approach to sufficient conditions for opti-
mality, discussed by Carathéodory, the ideas of which date back to Johann
Bernoulli (1667–1748). This will lead us, in particular, to the formulation
of the Huygens principle, see Paragraph d.. For the sake of simplicity we
shall consider only simple integrals.
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Figure 3.12. Frontispieces of Horologium oscillatorium, Paris, 1673, and of Traité de la
Lumière, Leiden, 1690 by Christiaan Huygens (1629–1695).

a. Calibrations and fields of extremals

Let

F(u) :=

∫ b

a

F (t, u, u′) dt

be a variational integral defined in the class of admissible functions

C :=
{
u ∈ C1([a, b],RN )

∣∣∣u(a) = α, u(b) = β
}
.

Given u0 ∈ C, suppose we may find a functional M(u) such that{
F(u) ≥ M(u) ∀u ∈ C,
F(u0) = M(u0),

(3.30)

then, clearly, if u0 is a minimizer forM, it is a minimizer of F . A functional

M(u) :=

∫ b

a

M(t, u, u′) dt (3.31)

has the property (3.30) if we assume that{
M(t, u, p) ≤ F (t, u, p) ∀(t, u, p),
M(t, u0(t), u

′
0(t)) = F (t, u0(t), u

′
0(t)) ∀t ∈ [a, b].

(3.32)

Although at first it is hard to believe, integrals (3.31) and (3.32) for which
M(u) = const for all u ∈ C are particularly interesting; they are called
calibrations for (F , u0, C). Before continuing, it is convenient to introduce
two new notions.
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3.47 Null Lagrangians. Suppose M is a calibration for {F , u0, C} with
integrand M(t, u, p), then for all ϕ with compact support δM(u, ϕ) = 0,
i.e.,

Mu(t, u(t), u
′(t)) − d

dt
Mp(t, u(t), u

′(t)) = 0 in ]a, b[ (3.33)

for all u ∈ C1(]a, b[×RN) ∩ C. We say that M is a null Lagrangian
if (3.33) holds for all u. By testing with functions of the type u(t) =
(u1(t), . . . , uN(t)) where

ui(t) = zi + (t− t0)p
i +

1

2
(t− t0)

2qi, i = 1, . . . , N,

it is not difficult to see that M is a null Lagrangian if and only if there is
a scalar function S(t, u) such that

M(t, u, p) = St(x, u) + Su(t, u) •p ;

in this case, we have

M(u) =

∫ b

a

d

dt
S(t, u(t)) dt = S(b, u(b))− S(a, u(a))

for all functions u of class C1([a, b]).

3.48 Fields of extremals. Let Ω ⊂ RN+1 be a simply connected do-
main that is foliated by a family of graphs that do not intersect. More
precisely, consider a simply connected domain in R × RN that is normal
to the axis t,

Γ :=
{
(t, c)

∣∣∣ c ∈ A ⊂ RN , t1(c) ≤ t ≤ t2(c)
}

and a diffeomorphism f : Γ → Ω of the form f(t, c) := (t, ϕ(t, c)), ϕ : Γ →
RN or, as it is called, a field in Ω. The graphs of the functions t → ϕ(t, c)
are called the lines of the field. Since for every (t, u) ∈ Ω there exists a
unique c ∈ A, c = c(t, u) such that ϕ(t, c) = u, a slope field P : Ω → RN

is well-defined as the derivative in t of the single line of the field through
(t, u)

P(t, u) :=
∂ϕ

∂t
(t, c(t, u)).

In particular, every line of the field is the graph of a function u(t) that
solves the first order system

u′(t) = P(t, u(t)).

In this way the slope field fully characterizes the field.
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b. Mayer fields

We introduce an important class of fields associated to a functional

F(u) :=

∫ b

a

F (t, u, u′) dt,

where F (t, u, p) : [a, b]× RN × RN → R.

3.49 Definition. A field with slope field P(t, u) defined on Ω ⊂ RN+1 is
called a Mayer field for F if the following holds:

(i) The lines of the field are extremals of F(u).
(ii) There is a function S : Ω → R called the eikonal of the field, that

satisfies Carathéodory equations,{
F ∗(t, u,P(t, u)) = 0,

F ∗
p (t, u,P(t, u)) = 0

∀(t, u) ∈ Ω,

where F ∗(t, u, p) := F (t, u, p)− St(t, u)− Su(t, u) •p .

3.50 Remark. We notice the following:

(i) M(t, u, p) := St(t, u)− Su(t, u) •p is a null Lagrangian.
(ii) Carathéodory equations can be written in various ways; first, it is

easily seen that as equations for S and P , they are equivalent to the
system of PDE’s{

Su(t, u) = Fp(t, u,P(t, u)),

St(t, u) = (F (t, u,P(t, u))− Fp(t, u,P(t, u)) •P(t, u) .

(iii) By introducing the differential 1-form, called the Beltrami 1-form,

γ(t, u, p) := (F − p •Fp ) dx −
N∑
i=1

Fpi dui

in [a, b]×RN ×RN and the map p(t, u) := (t, u,P(t, u)), the eikonal
fulfills Carathéodory equations if and only if

dS = p#γ,

i.e., S is a primitive of p#γ. If the domain is simply connected, this
happens if and only if d p#γ = 0.
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3.51 Optimal fields. A field of extremals in Ω ⊂ RN+1 for F is said to
be optimal if there is S(t, u), (t, u) ∈ Ω, such that the integrand

F ∗(t, u, p) := F (t, u, p)− St(t, u)− Su(t, u) •p , ∀(t, u, p) (3.34)

fulfills
F ∗ ≥ 0, F ∗(t, u,P(t, u)) = 0 ∀(t, u) ∈ Ω. (3.35)

Optimal fields for F are also Mayer fields. In fact, its slope field fulfills
(3.35), therefore, for all (t, u) the function p → F ∗(t, u, p) has a minimum
at p = P(t, u), hence F ∗

p (t, u,P(t, u)) = 0. By definition, the functional

M(u) :=

∫ b

a

(St(t, u(t)) + Su(t, u(t)) •u′(t) ) dt

is a calibration for (F , u0, C) for any line u0 of the field.
It is readily seen that the lines u(x) := ϕ(x, c) of an optimal field

are actually minimizers for F(u) in the class of smooth functions with
prescribed boundary values. In fact, F ∗(t, u,P(t, u)) = 0 implies

F(u) =

∫ b

a

F (t, u(t),P(t, u(t))) dt

=

∫ b

a

(
St(t, u(t)) + Su(t, u(t)) •u′(t)

)
dt

=

∫ b

a

d

dt
S(t, u(t)) dt = S(b, u(b))− S(a, u(a)).

On the other hand, since F ∗(x, u, p) ≥ 0 for all v ∈ C1([a, b]) with the
same boundary values of u(t), we have

F(v) =

∫ b

a

F (t, v(t), v′(t)) dt ≥
∫ b

a

(
St(t, v(t)) + Su(t, v(t)) •v′(t)

)
dt

=

∫ b

a

d

dt
S(t, v(t)) dt = S(b, v(b))− S(a, v(a))

= S(b, u(b))− S(a, u(a)) = F(u).

c. The Weierstrass representation formula

3.52 Definition. The Weierstrass excess function is defined by

EF (t, u, p, q) := F (t, u, p)− F (t, u, q)− (p− q) •Fp(t, u, q) .

3.53 Theorem (Weierstrass formula). Given a Mayer field with slope
P(t, u) and eikonal S(t, u), then we have

F (t, u, p)− St(t, u)− Su(t, u) •p = EF (t, u, p,P(t, u)),

consequently, for all u we have
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(x, u(x))

S = θ0

S = θ1

S = θ2

S = θ3

Figure 3.13. Light rays and wave fronts.

∫ b

a

F (t, u, u′) dt

= S(b, u(b))− S(a, u(a)) +

∫ b

a

EF (t, u(t), u′(t),P(t, u(t))) dt

(3.36)

and, trivially,∫ b

a

F (t, u(t), u′(t)) dt = S(b, u(b))− S(a, u(a))

if the graph of u(t) is a line of the field.

Notice that EF (t, u, p, q) ≥ 0 if F (t, u, p) is convex in p for every fixed
(t, u). We may therefore state the following.

3.54 Theorem. Let u be an extremal of F(u) with integrand F (t, u, p)
convex in p for every fixed (t, u). If we can embed u(t) in a Mayer field,
then u is a minimizer of F among functions with the same boundary values
as u.

We are now left with the problem of analyzing when an extremal can
be embedded in a Mayer field. In the elliptic case, Fpp > 0, one can show
that this is always possible, at least locally, although there exist situations
in which this cannot be done globally. Conditions under which the global
embedding is possible are done in terms of conjugate points or eigenvalues
of Jacobi operator, but we will not pursue the argument any further. We
only remark that a connected piece of maximal circle on the unit sphere
of length less than π has minimal length among the curves on the sphere
connecting its extreme points, whereas its complement is an extremal but
not a minimizer.

d. Huygens principle

Formula (3.36) is connected to the Huygens principle. This would require
introducing parametric integrals ; nevertheless, we conclude this subsection
with some remarks.
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As we have seen, the slope and the eikonal of a Mayer field are related
by Carathéodory equations

∇S(x, z) = (F − p •Fp , Fp)(p(x, z)), p(x, z) := (x, z,P(x, z)),

hence ∇S is not perpendicular to the lines of the field if F and Fp do not
vanish simultaneously. Since ∇S is orthogonal to the level lines of S, we
may and do conclude that the lines of the fields are transversal (i.e., they
are not tangent) to the level lines of the eikonal S.

Given an optimal Mayer field with slope P(x, z) and eikonal S(x, z)
in Ω ⊂ R × RN , consider two level sets Σ1 = {(x, z) |S(x, z) = θ1} and
Σ2 = {(x, z) |S(x, z) = θ1} of the eikonal. Then

F(u) ≥ θ1 − θ0

for every curve with extreme point on Σ1 and Σ0 and the equality holds if
and only if u is a line of the field. Now, if P1 := (x1, z1) and P2 := (x2, z2)
are two points, it is easily seen that (we assume F > 0)

dF (P1, P2) := inf
{
F(u)

∣∣∣u(x1) = z1, u(x2) = z2

}
is a distance in Ω. Trivially, the surfaces Σ0 and Σ1 are dF -equidistant and,
if P1 ∈ Σ1 ∩ Ω and P2 ∈ Σ2 ∩ Ω, then dF (P1, P2) ≥ θ2 − θ1 with equality
if and only if P1 and P2 are on the same line. Given a point P ∈ Σθ1 , we
consider the geodesic ball with center at P and radius θ

BF (P, θ) =
{
Q ∈ Ω

∣∣∣ dF (P,Q) < θ
}
.

If θ is small, then BF (P, θ) ⊂ Ω and, from the above, BF (P, θ) is “tangent”
to Σθ1+θ. In fact, Σθ1+θ is the envelope of the geodetic spheres ∂BF (P, θ)
with center P ∈ Σθ1 when P moves in Σθ1 .

We may interpret the lines of an optimal Mayer field as the trajectories
of a system of particles or as a bundle of light rays, the functional as
the propagation time needed by a particle to move along (x, u(x)) from
(x1, u(x1)) to (x2, u(x2)), the level lines of the eikonal as the wave fronts of
the field, i.e., equidistant surfaces with respect to the time of propagation
of the particles or of the light, and ∂B(P, θ) as the wave fronts of a bundle
of particles or of rays of light emanating from P . We can therefore state
the following.

Huygens principle. Consider every point P of the wave front Σθ0 at
time θ0 as source of new wave fronts ∂BF (P, θ) propagating with time
θ. Then the wave front Σθ0+θ, θ > 0 is the envelope of the elementary
waves ∂BF (P, θ) with center P on Σθ0 , see Figure 3.14.



3.2 The Classical Hamiltonian Formalism 193

Σθ0

Σθ0+θ

Figure 3.14. Huygens principle.

3.2 The Classical Hamiltonian

Formalism

In this section we present a short introduction to Hamiltonian formalism
in the 1-dimensional case as its extension to many dimensions is more
complex.

3.2.1 The canonical equations of Hamilton
and Hamilton–Jacobi

Let F (t, u, v) : [a, b]× RN × RN be a Lagrangian of class Cs, s ≥ 2, with
matrix Fvv positive definite so that the transformation LF given by

(t, u, v) → (t, u, p), p := Fv(t, u, v)

is a diffeomorphism. The Legendre transform of F with respect to v is then
well-defined by

H(t, u, p) := p •v − F (t, u, v) (t, u, v) = L−1
F (t, u, p), (3.37)

and is called the Hamiltonian corresponding to F . As we saw in Chapter 2,
we have

F (t, u, v) +H(t, u, p) = p •v , p = Fv(t, u, v), (3.38)

v = Hp(t, u, p), L−1
F = LH , (3.39)

and, trivially,

Ft(t, u, v) +Ht(t, u, p) = 0, Fu(t, u, v) +Hu(t, u, p) = 0. (3.40)
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a. Hamilton equations

If u : [a, b] → RN is an extremal of

F(u) :=

∫ b

a

F (t, u(t), u′(t)) dt,

then the curve e(t) := (t, u(t), v(t)), v(t) := u′(t), in the phase space
[a, b]× RN × RN solves the Euler–Lagrange system

du

dt
(t) = v(t),

d

dt
Fv(e(t)) = Fu(e(t)). (3.41)

If π(t) := LF (e(t)) is the image of the curve e(t) in the co-phase space

π(t) := (t, u(t), p(t)), p(t) := Fv(t, u(t), v(t)),

or, equivalently,

e(t) = L−1
F (π(t)) = LH(π(t)),

then e(t) solves the Euler–Lagrange system if and only if π(t) solves the
system of 2N first order differential equations

u′ = Hp(t, u, p), p′ = −Hu(t, u, p), (3.42)

called the Hamilton equations. When the Legendre transform is invertible
we therefore obtain an equivalent description of extremals. In particular,
every mechanical or optical system may be described equivalently by the
Lagrangian or by the Hamiltonian formalism (at least when the Legendre
transform is a diffeomorphism).

In terms of Hamiltonian equations, more than on a single solution, the
emphasis is on discussing the family of solutions, that is, the Hamiltonian
flux and its geometric features. This naturally leads to topics such as
symplectic geometry, first integrals, complete integrable systems and ergodic
theory. Of course, we shall not discuss these topics and we confine ourselves
to presenting some of the simple and old formalism.

For instance, notice that

d

dt
H(t, u(t), p(t)) = Ht + Hu •u′ + Hp •p′ =

∂

∂t
H(t, u(t), u′(t))

if (u(t), p(t)) solves Hamilton equations. For autonomous systems, i.e.,
when F does not depend explicitly on time, the quantity H(u(t), p(t))
is constant along the trajectories of the motion or, in other words, the
trajectory (u(t), p(t)) is on a level surface H(u, p) = const, and one says
that H(u, p) is a first integral of the motion.
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b. Liouville’s theorem

By setting z(t) := (u(t), p(t))T ∈ R2N , Hamilton’s system takes the form
z′(t) = X(t, z(t)) with X(t, z) := (Hp(t, z),−Hu(t, z))

T . Since

divX(t, z) =
∂

∂u
Hp(t, z) +

∂

∂p
(−Hu)(t, z) = 0.

We infer from Paragraph 2.6.h of [GM4] the following.

3.55 Theorem (Liouville). The Hamiltonian flux preserves the volumes.

A first consequence is that the Hamiltonian flux cannot be asymptoti-
cally stable. A second consequence is that the following recurrence theorem
of Poincaré applies to the flux of an autonomous Hamiltonian system for
which only a bounded region is accessible.

3.56 Theorem. Let g be a one-to-one continuous map that preserves the
volumes. Suppose that g(Ω) ⊂ Ω for a bounded domain Ω. Then for every
neighborhood U of any point in Ω there is a point x ∈ U that returns
into U after some time. More precisely, gnx ∈ U for some n > 0; here
gn := g ◦ g ◦ · · · ◦ g.
Proof. Since U, g(U), g2(U), . . . , gn(U) := g ◦ g ◦ · · · ◦ g(U) have the same volume and
|Ω| < ∞, there are k and �, k > �, such that

gk(U) ∩ g(U) �= ∅, hence gk−(U) ∩ U �= ∅,
i.e., x ∈ U and gk−x ∈ U . ��

c. Hamilton–Jacobi equation

Consider a Mayer field, i.e., a field of extremals with N degrees of free-
dom with slope field P(x, u) and eikonal S(t, u) solving Carathéodory’s
equations {

St(t, u) = (F − v •Fv )(t, u,P(t, u)),

Su(t, u) = Fu(x, u,P(x, u)).
(3.43)

By introducing the dual slope field

ψ(t, u) := Fv(t, u,P(t, u)),

we have P(t, u) = Hp(t, u, ψ(t, u)) and Carathéodory’s equations can be
written in terms of the dual slope field{

St(t, u) = −H(t, u, ψ(t, u)),

Su(t, u) = ψ(t, u),
(3.44)

i.e., the eikonal solves the first order partial differential equation, called
Hamilton–Jacobi equation,
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St +H(t, u, Su) = 0. (3.45)

Actually, S is the eikonal of a Mayer field if and only if it solves the
Hamilton–Jacobi equation. In fact, assuming that S solves (3.45) and set-
ting ψ(t, u) := Su(t, u), the couple (S, ψ) solves (3.44) and, if P(t, v) :=
Hp(x, u, ψ(x, u)), then S solves (3.43).

d. Poincaré–Cartan integral

Hamilton’s system is the Euler–Lagrange equation of an integral; more pre-
cisely, Hamilton’s canonical equations are the Euler–Lagrange equations
of the Poincaré–Cartan integral

G(u, p) =
∫ b

a

(
p(t)

du(t)

dt
−H(t, u(t), p(t))

)
dt.

In fact, G((u, p)) := ∫ b

a
G(t, (u, p), (u′, p′)) dt with integrand

G(t, (u, p), (v, q)) := pv −H(t, u, p),

and its Euler–Lagrange equations are{
((Gv)

′ −Gu)(t, u, p, u
′, p′) = 0,

((Gq)
′ −Gp)(t, u, p, u

′, p′) = 0,

i.e., {
u′(t) = Hp(t, u, p),

p′(t) = −Hu(t, u, p).

3.57 Remark. To bring some light on the origin of the integral G, we
introduce the differential 1-form of Cartan

KH := pi du
i −H(t, u, p) dt.

If F (t, u, v) and H(t, u, p) are the Legendre transform of each other and

γF := (F − v •Fv ) dt+ Lvi dui

is the Beltrami 1-form associated to F , we have

γF = L#
LKH equivalently KH = L#

HγL.

If h(t) := (t, u(t), p(t)) is a curve in the co-phase space and e(t) =
(t, u(t), π(t)) is its Legendre transform via H , e(t) := L−1

F (h(t)) =
LH(h(t)) = (t, u(t), v(t)), v(t) = Hp(t, u(t), p(t)), we have

h#KH = e#(L#
F KH) = e#γF ,

hence
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∫
I

e#γF =

∫
I

h#KH or

∫
e

γL =

∫
h

KH .

In general, ∫
e

γL �=
∫
I

F (t, u(t), u′(t)) dt,

but, if v = u′, or, equivalently, if

e#ωi = 0, ωi := dui − vidt, i = 1, . . . , N,

then∫
I

F (t, u(t), u′(t)) dt =
∫
e

γL =

∫
h

KH =

∫
I

(
p(t)u′(t)−H(t, u(t), p(t))

)
dt.

e. Cyclic variables

A variable ui is said to be ignorable or cyclic for H(t, u, p) if Hui(t, u, p) =
0. In this case p′i = 0, i.e., pi(t) = const and the integration of the Hamilton
system (3.42) is reduced to the integration of a system of 2N−1 equations,
and, actually, to the integration of a system of 2N − 2 equations plus the
subsequent integration of a first order ordinary differential equation.

We can therefore reduce the global and/or explicit integrability of a
Hamiltonian system to the search of cyclic variables.

3.58 ¶. If H = H(u, p) and all variables are cyclic, Hui = 0, i.e., H = H(p), then
p′ = −Hu = 0 and pi(t) = Ji ∀i = 1, . . . , N , where Ji are constants; from u′ = Hp(p)
we then conclude

ui(t) = ωit + βi, ωi(t) := Hpi (J) (3.46)

for suitable constants βi and J = (J1, J2, . . . , JN ).
When the ui’s are angular variables, i.e., for instance, the motion in Cartesian

coordinates has the form xi(t) = (cos(ui(t)), sin(ui(t))), then (3.46) describes periodic
motions with angular velocities ω = (ω1, ω2, . . . , ωN ). The variables (ui) are called
angular variables and the Ji’s the action variables. Of course, the action-angle variables
are useful when treating periodic motions or perturbations of periodic motions. .

In principle, cyclic variables correspond to symmetries of the system
and, in fact, they arise in a sort of dual formulation of Noether’s theorem.
If F and H are connected by the Legendre transform, the variable uk is
cyclic for H if and only if Fuk(t, u, u′) = 0 for all curves u. In this case,
using the Euler–Lagrange equation

d

dt
Fvk(t, u(t), u′(t)) = Fuk(t, u(t), u′(t)),

we find that d
dtFvk(t, u(t), u′(t)) vanishes for all extremals, consequently,

Fvk(t, u(t), u
′(t)) is constant in t for all extremals, i.e., is a first integral.
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Figure 3.15. Two pages from Theory of Systems of Rays by William R. Hamilton (1805–
1865) published in Transactions of the Irish Academy.

f. Hamilton’s approach to geometrical optics

First, it is convenient to hint briefly at Hamilton’s approach in the context
of optical instruments, that was transferred to mechanics mainly by Jacobi.

Given a nonnegative Lagrangian F (t, u, p) : [a, b]×RN × RN → R, for
every couple of points P = (t, x) and P = (t, x), t < t, in [a, b] × R, we
define the function

distF (P , P ) := inf
{∫ t

t

F (t, ζ, ζ′) dt
∣∣∣ ζ : [t, t] → RN ,

(t, ζ(t)) = P , (t, ζ(t)) = P
}
,

called the principal function of Hamilton.
The principal function of Hamilton

W (t, x, t, x) := distF ((t, x), (t, x)),

defined for (t, x), (t, x) ∈ [a, b]× RN , t ≤ t, may be regarded as the value
function or action of the path of a particle in a mechanical system de-
scribed by the Lagrangian L, or, in case the Lagrangian describes an op-
tical system, as the time needed by a ray to go from P to P . Hamilton
was the first to realize that the system associated to L is fully described
by W and that all solutions can be obtained from W . In fact, he showed
that the following equations hold for W : Let

y := Lv(t, x, x
′(t)), y := Lv(t, x, x

′(t))
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Figure 3.16. Two pages from Supplements to the Essay on the Theory of Systems of
Rays by William R. Hamilton (1805–1865).

be the canonical moments of the extremal x(t) at times t and t, respectively.
Then we have

y = Wx(t, x, t, x), H(t, x, y) = −Wt(t, x, t, x),

y = −Wx(t, x, t, x), H(t, x, y) = −Wt(t, x, t, x).
(3.47)

Assuming that the extremal through (t, x) and (t, x) is embedded in a
Mayer field with eikonal S, we can easily prove (3.47). In fact, in this case

W (t, x, t, x) = S(t, x) − S(t, x),

S solves the Hamilton–Jacobi equation and Sx(t, x) is the dual slope field,{
St(t, x) = −H(t, x(t), Sx(t, x(t))),

Sx(t, x(t)) = Lv(t, x(t), x
′(t)),

see (3.44). Consequently, for t and x fixed and varying (t, x), we get

y = Sx(t, x) = Wx(t, x, t, x), Wt = St = −H(t, x, Sx)

and similarly for the other equations in (3.47), by keeping (t, x) fixed and
varying (t, x).

The equations in (3.47) can be used in two different ways. Suppose
we know at time t the position a and we specify at the same instant
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(t, x)
P = (t, x)

S S

Figure 3.17. The scheme of William R. Hamilton (1805–1865).

the velocity v of an extremal or, equivalently, the canonical momentum,
b := Lv(t, a, v). Then the equation b = −Wx(t, a, t, x) allows us to find x
as a function of (t, a, b), x = x(t, a, b) and then to compute the canonical
momentum (t, x(t, a, b)). Inserting x = x(t, a, b) in y = Wx(t, a, t, x), we
see that {

x(t) = x(t, a, b),

y(t) = Wx(t, a, t, x(t))
(3.48)

is a solution of Hamilton’s equations. In other words, the system associated
to the Lagrangian F or the Hamilton H , or, even better, the solution of
Hamilton’s equations can be obtained from W in an algebraic way and by
differentiation.

Another way of looking at (3.47) is as a couple (x(t, a, b),
y(t, a, b)) that for every t yield a family of transformations ϕt(a, b) =
(x(t, a, b), y(t, a, b)) that describe the Hamiltonian flux. Actually, the sys-
tem is fully described if we are able to reconstruct all solutions of Hamil-
ton’s equations, i.e., a family depending on 2N parameters of solutions
of Hamilton’s equations. To do this, we need a nondegeneracy condition
first emphasized by Carl Jacobi (1804–1851). Observe that for a fixed t,
E(t, x, a) := W (t, a, t, x) = S(t, x)− S(t, a) is a family of eikonals with N
parameters, hence a family of solutions of the Hamilton–Jacobi equations,

y = Ex(t, x, a), b = −Ea(t, x, a).

3.59 Definition. We say that a function ϕ of class C2 ϕ(t, x, a), where
x = (x1, x2, . . . , xN ), a = (a1, a2, . . . , aN ) and λ ∈ R, defined on an
open set of R × RN × RN , is a complete integral of the Hamilton–Jacobi
equation with Hamiltonian H if for each a, the function (t, x) → ϕ(t, x, a)
is a solution of the Hamilton-Jacobi equations

ϕt +H(t, x, ϕx) = 0 (3.49)

and

det
[ ∂2ϕ

∂xi∂aj

]
�= 0. (3.50)



3.2 The Classical Hamiltonian Formalism 201

3.60 Theorem (Jacobi). Let ϕ be a complete integral of Hamilton–
Jacobi equation (3.50). Then we can find a family of independent solutions
of the canonical equations

{
x′ = Hp(t, x, p),

p′ = −Hx(t, x, p)

depending on 2N parameters a = (a1, . . . , aN) and b = (b1, . . . , bN ) by
solving in (x(t), p(t)) the system

{
p(t) = ϕx(t, x, a),

b = −ϕa(t, x, a).
(3.51)

Proof. First, we notice that because of the assumptions we can solve ϕa(t, x, a) = −b.
We need to prove that (x(t), p(t)) solves the Hamilton equations. It is so since for each
a, the function ϕ(t, x, a) solves the Hamilton–Jacobi equation and ϕx is the dual of the
slope field of a Mayer field. Or, more directly, differentiating with respect to xi, we find

ϕtxi +Hpkϕxkxi +Hxi = 0, (3.52)

hence

0 = Hxixi
aj

+ ϕtxixi
aj

+Hpkϕxkxix
i
aj

= Hxixi
aj

+
d

dt
ϕaj +Hpk

d

dt
ϕxkaj

= Hxixi
aj

.

Next, we differentiate (3.49) with respect to ai to find

ϕtai +Hpkϕxkai
= 0

and the second of (3.51) with respect to t to find

ϕtai + ϕaix
k (x

k)′ = 0.

The last equations yield Hpi = (xi)′ because of (3.50). Finally, from the first of (3.51)
we get

p′ = ϕxit + ϕxixk (x
k)′ = ϕxit +Hpkϕxixk

that, together with (3.52), yields p′i = −Hxi . ��

3.2.2 Canonical transformations

We now illustrate, although briefly, a fundamental component of Hamilto-
nian formalism that finds its natural evolution in the symplectic geometry.
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Figure 3.18. Carl Jacobi (1804–1851)
and the frontispiece of his Vorlesungen
über Dynamik.

a. Canonical transformations

Consider an autonomous Hamiltonian system

x′ = Hy(x, y), y′ = −Hx(x, y). (3.53)

By introducing the column vector z := (x, y)T and the special symplectic
matrix

J :=

⎛⎜⎜⎜⎜⎜⎝
0 IdN

− IdN 0

⎞⎟⎟⎟⎟⎟⎠ ,

and denoting by Hz = ∇H(z) = DH(z)T the gradient of the function H ,
the equations in (3.53) can be written as

z′ = JDH(z)T = JHz(z). (3.54)

First, we want to find sufficient conditions so that a transformation u :
R2N → R2N , ξ → u(ξ), maps a Hamiltonian system into the transformed
Hamiltonian system H ◦ u. If

z(t) = u(ζ(t)), K(ζ) := H(u(ζ)),

we have
z′ = Du(ζ)ζ′, Kζ(ζ) = Du(ζ)THz(u(ζ)).
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Since J2 = − Id, we write (3.54) as −Jz′ = Hz(z) and conclude that
z = u(ζ(t)) is a solution of (3.54) if and only if −JDu(ζ)ζ ′ = Hz(u(ζ)) or,
equivalently,

−Du(ζ)TJDu(ζ)ζ′ = Kζ(u).

In conclusion,

ζ′ = JKζ(ζ)

if and only if the transformation fulfills

DuTJDu = J.

3.61 Definition. A (2N)× (2N) matrix A is called symplectic if

ATJA = J. (3.55)

A transformation u : R2N → u(z) ∈ R2N is called a canonical transforma-
tion if its Jacobian matrix is symplectic,

Du(z)TJDu(z) = J ∀z ∈ R2N . (3.56)

3.62 Remark. We notice the following:

(i) The (2N)× (2N) symplectic matrices have determinant ±1 and form
a subgroup of the linear groupGL(2N,R), called the symplectic group
and denoted by Sp(N,R); moreover, one sees that the transpose and
the inverse of a symplectic matrix are symplectic.

(ii) The canonical transformations are local diffeomorphisms, but, in
general, they are not global diffeomorphisms; for instance, the map
(ξ, η) ∈ R4 → (x, y) ∈ R4

x1 :=
1

2
(ξ1ξ1 − ξ2ξ2), x2 := ξ1ξ2,

y1 :=
1

|ξ|−2
(ξ1η1 − ξ2η2), y2 :=

1

|ξ|−2
(ξ1η2 − ξ2η1)

is canonical but is not a global diffeomorphism.
(iii) One can show that the transformations that preserve the Hamilto-

nian structure of an autonomous system are the generalized canonical
transformations characterized by the condition

Du(z)TJDu(z) = λJ ∀z ∈ R2N ,

where λ is a nonzero constant.
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The canonical transformations can be characterized in several equiva-
lent ways that we briefly present omitting the proofs of equivalence.

First, we introduce the differential 1-form of Poincaré θ = θ(t, x, y) on
R× RN × RN

θ := yidx
i in R× RN × RN ,

with differential
ω := dθ = dyi ∧ dxi,

see Chapter 4, called the symplectic form, and the 1-form of Cartan

KH := yidx
i −H dt = θ −H dt in R× RN × RN

with differential
dKH = ω − dH ∧ dt.

One can show that u is a canonical transformation if and only if

u#ω = ω. (3.57)

In other words, all canonical transformations are the only transformations
that preserve the symplectic form,

dYi ∧ dX i = dyi ∧ dxi if (x, y) = u(X,Y ).

3.63 ¶. Using the Stokes formula, see Chapter 4, infer from (3.57) that the canonical
transformations preserve the surface integral

∫
S ω for all 2-surfaces S.

3.64 Exact canonical transformations. In terms of the Poincaré 1-
form θ we have ω = dθ, hence (3.57) amounts to

dθ = ω = u#ω = u#dθ = du#θ,

that is to
d(θ − u#θ) = 0.

We can therefore state that, in a simply connected domain, u is canonical
if and only if there exists ψ such that

u#θ = θ + dψ. (3.58)

Transformations for which (3.58) holds are called exact canonical trans-
formations with generator ψ. They preserve the line integral

∫
γ
θ for all

closed lines γ.

3.65 Canonical maps parametrized by time. Let u be a canonical
map, H a Hamiltonian function, and set U(t, z) := (t, u(z)) and H :=
U#H . It is easily seen that

U#KH = KH + dψ,

KH and KH being the Cartan forms associated to H and H, respectively.
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It is convenient to consider 1-parameter families {ut} of exact canonical
maps with generators {ψt}, i.e., such that

(ut)#θ = θ + dψt ∀t.
In this case, if

U(t, z) := (t, u(z)) = (t,X(t, x, y), Y (t, x, y)), ψ(t, z) := ψt(z),

one sees that
U#KH = KH + dψ (3.59)

and that every Hamiltonian system

x′ = Hy(t, x, y), y′ = −Hx(t, x, y)

pulls back to a Hamiltonian system

x′ = Hy(t, x, y), y′ = −Hx(t, x, y)

where

H := U#H +
∂ψ

∂t
− Y •Xt ; (3.60)

moreover, a generic transformation U is a canonical transformation if and
only if (3.59) holds for some ψ, H and H being related by (3.60).

3.66 Lagrange’s parentheses. The Lagrange parentheses of a trans-
formation u(x, y) = (X(x, y), Y (x, y)) are defined by

[xi, xk] := YxiXxk − YxkXxi ,

[yi, yk] := YyiXyk
− Yyk

Xyi ,

[yi, x
k] = −[xk, yi] := YyiXxk − YxkXyi .

One proves that the transformation u is a canonical transformation if and
only if

[xi, xk] = 0, [yi, yk] = 0, [yi, x
k] = δki . (3.61)

3.67 Hamilton flows. Consider the autonomous Hamiltonian system

X ′ = Hy(X,Y ), Y ′ = −Hx(X,Y )

with initial conditions X(0, x, y) = x and Y (0, x, y) = y and denote by

ut(x, y) := (X(t, x, y), Y (t, x, y))

its integral flux. It is easily seen that Lagrange’s parentheses of ut are
constant in time. Since the flux is the identity for t = 0, we deduce

[xi, xk] = 0, [yi, yk] = 0, [yi, x
k] = δki

for t = 0, hence for all t ≥ 0; consequently, the Hamiltonian flux {ut}
defines a 1-parameter family of canonical maps. The converse is also true:
Every 1-parameter family of canonical maps is the Hamiltonian flux of a
suitable autonomous Hamiltonian.
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3.68 Poisson’s parentheses. The Poisson parenthesis of two functions
f(t, z) and g(t, z), z ∈ R2N , is the symplectic product of the gradients of
the two functions

{f, g} :=
(∂f
∂z

)T
J
(∂g
∂z

)
.

If z = (x, y) ∈ R2N , then

{f, g} =
∂f

∂xi

∂g

∂yi
− ∂g

∂xi

∂f

∂yi
.

In terms of Poisson’s parentheses, Hamilton’s equations can be written as

y′i = {yi, H}, (xi)′ = {xi, H}.
More generally, for every solution z(t) of z′ = JHz(z) and every observable
F : R2N → R, i.e., every function F : R2N → R, we have

d

dt
F (z(t)) = {F,H};

consequently, an observable is a first integral, i.e., is constant along the
Hamiltonian flux if and only if its Poisson’s parenthesis with the Hamilto-
nian vanishes. Moreover, the identities

{xi, xk} = {yi, yk} = 0, {xi, yj} = −{yj, xi} = δij

hold for the fundamental parentheses {xi, xk}, {yi, yk} and {xi, yk}. Notice
that, in general, for F : R× R2N → R we have

d

dt
F (t, z(t)) =

∂F

∂t
(t, z(t)) + {F,H}.

Canonical maps can be characterized in terms of Poisson’s parentheses.
One proves that the following claims are equivalent:

(i) The transformation ζ → ut(ζ) is canonical.
(ii) For every couple of functions f and g we have {f, g}◦ut = {f ◦ut, g ◦

ut}.
(iii) The fundamental parentheses are preserved by ut.

Finally, it is easy to show that for Poisson’s parentheses the following
Jacobi’s identity holds

{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.

This yields, in particular, the following theorem.

3.69 Theorem (Poisson). The parenthesis {f, g} of two first integrals
of an autonomous Hamiltonian system is again a first integral.
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3.70 Remark. Poisson’s theorem might suggest that we can easily pro-
duce as many first integrals as we want, but this is not the case: Completely
integrable systems are quite rare. The torus of completely integrable sys-
tems may disappear for Hamiltonian small perturbations. The celebrated
Kolmogorov–Arnold–Moser theory gives sufficient conditions in order for
an invariant torus to be preserved for small perturbations.

3.71 Jacobi’s method. Finally, we shall show how Jacobi’s theorem
can be reinterpreted in terms of canonical maps and how canonical maps
can be generated from a given function.

In the proof of Jacobi’s theorem we saw that, given a function S(t, x, a)
with detSax(t, x, a) �= 0, we can define, at least locally, a map (t, a, b) →
U(t, a, b),

U(t, a, b) := (t,X(t, a, b), Y (t, a, b)),

by choosing x = X(t, a, b) so that

Sa(t,X(t), a) = −b

and then computing

Y (t, a, b) := Sx(t,X(t, a, b), a).

If
Ψ(t, a, b) := S(t,X(t, a, b), a),

then for fixed t we have

YiDX i − bida
i = dΨ.

According to the above, U t(x, y) := U(t, x, y) is an exact canonical map
and each Hamiltonian H(t, x, y) is transformed into the new Hamiltonian
K(t, a, b) given by

K = H(t,X, Y ) + Ψt + Y •Xt

and every solution (a(t), b(t)) of

a′ = Kb(t, a, b), b′ = −Ka(t, a, b)

is mapped into a solution (x(t), y(t)) of

x′ = Hy(t, x, y), y′ = −Hx(t, x, y)

and vice versa. If for each a the function (t, x) → S(t, x, a) is a solution of
the Hamilton–Jacobi equation

St +H(t, x, Sx) = 0,

then

ψt = St(t,X, a) + Sxi(t,X, a)X i′ = −H(t,X, Y ) + Y iX i′,
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x(0)

x((t)

M(t)
M(0)

Figure 3.19. Wave fronts.

hence H(t,X, Y ) is transformed into the Hamiltonian K(t, a, b) = 0.
Therefore U t(X,Y ) transforms the initial Hamiltonian system into the
Hamiltonian system

a′ = 0, b′ = 0.

The proof of Jacobi’s theorem consists, therefore, in finding a canonical
map that rectifies the Hamiltonian flux.

As a consequence, if we can find N first integrals, i.e., a complete
integral of the Hamilton–Jacobi equation, the corresponding Hamiltonian
system is completely integrable. One shows that this is always possible
in a neighborhood of a nonsingular point (via a canonical map), but not
globally.

b. Analytic mechanics and Schrödinger equations

Let H(x, y) be a Hamiltonian with N degrees of freedom and S be the
eikonal of one of its Mayer fields. Since H is independent of time, S(t, x)
has the form

S(t, x) = W (x) − Et,

where W : Rn → R and E ∈ R, see Exercise 3.81. As we have seen, the
level lines of S(t, x),

Mt,α :=
{
x
∣∣∣S(t, x) = α

}
,

are the “fronts of propagation” of the extremals of the field and, for fixed
α, the velocity of the surfaces Mt := Mt,α measured along the normal to
the surface is

v(x) :=
E

|Wx(x)|2Wx(x).

In fact, if x(t) is a curve with x(t) ∈ Mt, i.e., W (x(t)) − Et = α and with
x′(t) ⊥ Mt, then {

Wx(x(t)) •x′(t) = E,

x′(t) = λ(x(t))Wx(x(t)),
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hence |x′(t)| = E/|Wx(x)|.
Suppose now that we see the front of propagation of the eikonal as

surfaces of constant phase of waves of the type

φ = ψ0e
A(x)+i(L(x)−ct), (3.62)

possibly with variable amplitude ψ0e
A(x), that move with the same land-

scape and velocity. Since the surfaces of constant phase are

Nt =
{
x ∈ RN

∣∣∣L(x)− ct = β
}
,

from Mt = Nt for all t we infer that L(x)− ct is a function of W (x)−Et,
see Chapter 5 of [GM4]. Since {Mt} and {Nt} move with the same normal
velocity, L(x)− ct and W (x) − Et have to be proportional,

L(x)− ct =
1

h
(W (x) − Et), h ∈ R, h > 0.

Therefore, we conclude that the surfaces with constant phase of waves of
the type

φ = φ0e
A(x)+i 1

h (W (x)−E t) (3.63)

with arbitrary A(x) and h > 0 describe the trajectories of a Hamiltonian
system.

The waves in (3.63) solve various partial differential equations. We can
compute, for example,

Δφ =
( 1

h2
|Wx|2 +

i

h
(2Ax •Wx −ΔW ) + (|Ax|2 +ΔA)

)
φ,

∂φ

∂t
= −E

h
φ,

∂2φ

∂t2
= −E2

h2
φ,

(3.64)

by eliminating, globally or partially, the terms containing φ.
For example, we have

Δφ+
1

E2

(
|Wx|2 + 2ih(Wx •Ax +ΔW ) + h2(ΔA+ |Ax|2)

)
φtt = 0.

When h → 0, this converges to the linear wave equation with velocity
equal to the velocity of propagation of the wave front

Δφ − 1

n2
φtt = 0, n(x) :=

E

|Wx(x)| .

In this way, for h → 0 we find the geometric optics.
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3.72 Example. For a material point of mass m with Hamiltonian H(x, y) :=
|y|2
2m

+
V (x), the reduced Hamilton–Jacobi equation, see Exercise 3.81, is

|Wx(x)| =
√
2m
√

E − V (x),

thus (3.64) becomes, if we neglect the terms in hφ and h2φ, the Schrödinger equation
of ondulatory mechanics

− h2

2m
Δφ+ V (x)φ = E φ,

or, noticing that φt = −iE
h
φ, the Schrödinger equation

− h2

2m
Δφ+ V (x)φ = ih

∂φ

∂t
.

3.3 Exercises

3.73 ¶. Study the equation(
u′√

1 + (u′)2

)′
= H in ]− 1, 1[, H ∈ R.

3.74 ¶. Consider the functional

F(θ) :=

∫ ϕ2

ϕ1

√
(θ′(ϕ))2 + sin2 ϕ dϕ,

that represents the length of a curve θ = θ(ϕ), ϕ1 ≤ ϕ ≤ ϕ2, on the unit sphere of
R3 in polar coordinates (ϕ, θ). Show that for θ(ϕ) := arcsinϕ, the conservation law of
energy holds, although θ(ϕ) is not an extremal.

3.75 ¶. Let (x(s), y(s)) be the arc length parametrization of a curve through the origin
and symmetric with respect to the x-axis and with y(s) > 0 for 0 < s < �/2, � being its
total length. The area enclosed by the curve is

A := 2

∫ /2

0
y(1 − (y′)2)1/2 ds.

Using the law of conservation of energy, prove that A is maximal if the curve is the
circle (x− �/(2π))2 + y2 = �2/(4π). Find the same result in polar coordinates.

3.76 ¶ Obstacle problems. Suppose we want to minimize the area of the graph of a
function in Ω×R with prescribed boundary and constrained to stay above an obstacle
given by the graph of a function ψ, i.e.,∫

Ω

√
1 + |Du|2 dx, u|∂Ω = ϕ, u ≥ ψ in Ω.

Prove that the Euler–Lagrange equilibrium equation is replaced by the inequality∫
Ω

DuD(v − u)√
1 + |Du|2 dx ≥ 0 ∀v with v = 0 on ∂Ω and v ≥ ψ in Ω.
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3.77 ¶ Variational inequalities. Let K be a convex set in the space C1
ϕ(Ω,RN ).

Show that the condition of vanishing of the first variation for∫
Ω
F (x, u,Du) dx → min, u ∈ K,

is replaced by∫
Ω

(
Fp(x, u,Du)D(v − u) + Fu(x, u,Du)(v − u)

)
dx ≥ 0 ∀v ∈ K.

3.78 ¶. Show that every extremal of
∫ b
a
F (x, u′) dx with F (x, p) convex in p for every

fixed x is a minimizer (among the functions with the same boundary values).

3.79 ¶. Show the following:

(i) X(x, y) = y, Y (x, y) = −x is an exact canonical map with generator ψ(x, y) :=
x •y , whereas for N = 1, the map (x, y) → (y, x) is not a canonical transforma-
tion.

(ii) (Poincaré transform) For N = 1 the map

X(x, y) :=
√
x cos(2y), Y (x, y) :=

√
x sin(2y)

is an exact canonical transformation with generator ψ(x, y) = 1
4
x(sin(4y) − 4y).

(iii) (Levi–Civita transformation) For N = 3 the map

X(x, y) := |y|2x− 2x • y , Y (x, y) :=
y

|y|2
is an exact canonical transformation with generator ψ(x, y) := −2x • y .

3.80 ¶ Harmonic oscillator. The equation of the harmonic oscillator is x′′ +ω2x =

0. It is the Euler–Lagrange equation for the Lagrangian L(t, x, v) := v2

2ω
− ωx2

2
and

Hamiltonian H(x, y) := y •v − L(t, x, v), y = Lv(t, x, v), i.e.,

H(x, y) =
ω

2
(x2 + y2),

and the corresponding Hamiltonian system is⎧⎨⎩x′ = ωy,

y′ = −ωx.

Show that the canonical Poincaré transformation x =
√
2τ cosϕ, y =

√
2τ sinϕ trans-

forms the system into
τ ′ = 0, ϕ′ = −ω.

3.81 ¶ Reduced Hamilton–Jacobi equation. Consider an autonomous Hamilto-
nian H(q, p) and let S(t, q) be a solution of the associated Hamilton–Jacobi equation.
Show that S(t, q) = W (q) + Et, where E ∈ R and W satisfies the reduced Hamilton–
Jacobi equation

H
(
q,

∂W

∂q

)
= E.

[Hint. Since H is independent of t, the conservation of energy holds:

H
(
q,

∂S

∂q
)
)
= E,

i.e., S(t, q) = S(t, q, E) and H(q, ∂S
∂q

(t, q, E)) = E.]
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3.82 ¶. Consider a material point of mass m, moving (subject to a conservative field
with potential V (x)) on a line. The Hamiltonian of the system is

H(x, p) :=
p2

2m
+ V (x)

and its reduced Hamilton–Jacobi equation is

1

2m

(∂W
∂x

)2
+ V (x) = E

that can be easily integrated:

W (x,E) =
√
2m

∫ x

x0

√
E − V (ξ) dξ.

The generated canonical map is then⎧⎪⎪⎨⎪⎪⎩
p =

∂W

∂x
=
√

2m(E − V (x)),

β =
∂W

∂E
=

√
m

2

∫ x

x0

dξ

E − V (ξ)

where β = t − t0. We thus find

dt = ± dx
2
m
(E − V (x))

,

see Section 6.3 of [GM1].

3.83 ¶. Show that if x′ = Jx, then |x| = const.



4. Differential Forms

In this chapter we present Stokes’s theorem and Poincaré’s lemma in the
general setting of differential forms and illustrate some of the relevant
applications of the theory of differential k-forms.

4.1 Multivectors and Covectors

4.1.1 The exterior algebra

We begin by illustrating some basic elements of the so-called exterior al-
gebra over a vector space.

a. Alternating bilinear maps, antisymmetric matrices and
2-vectors

Let V and Z be two vector spaces over R. A map f : V × V → Z,
f = f(x, y), that is linear on each factor is called a bilinear map. If
(e1, e2, . . . , en) is a basis of V , then f is uniquely determined by the n2

values {f(ei, ej)}. In fact, if x =
∑n

i=1 x
iei and y =

∑n
i=1 y

iei, we have

f(x, y) =

n∑
i=1

n∑
j=1

aijx
iyj , aij := f(ei, ej). (4.1)

We say that the bilinear map f(x, y) is alternating if f(x, y) = −f(y, x)
∀x, y ∈ V or, equivalently, if the matrix A := (aij), aij := f(ei, ej), is
antisymmetric, i.e., if AT = −A. In this case the map f is identified by
the values aij with i < j since, for x =

∑n
i=1 x

iei and y =
∑n

i=1 y
iei, we

have

f(x, y) =
∑

i,j=1,n

aijx
iyj

=
∑
i<j

aijx
iyj +

∑
i>j

aijx
iyj =

∑
i<j

aij(x
iyj − xjyi).

(4.2)

Formula (4.2) hints at the following three facts:

_4, 
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(i) An alternating bilinear map defines in a natural way a linear map on
a space of dimension

#
{
(i, j) | i < j

}
=

n(n− 1)

2
=

(
n

2

)
.

(ii) Given two vectors x and y, we may consider a new object, called a
2-vector denoted by x∧y with coordinates {(xiyj−xjyi)}i<j , so that
all alternating bilinear maps act linearly on these objects.

(iii) The map (x, y) → x∧y := {xiyj−xjyi}i<j from Rn into Rq, q :=
(
n
2

)
,

is alternating, i.e., x ∧ y = −y ∧ x.

4.1 Definition. Let V be a vector space of dimension n. The vector space
Λ2V of 2-vectors of V is a vector space of dimension

(
n
2

)
, together with an

alternating bilinear map ·∧ · : V ×V → Λ2V , the image of which generates
Λ2V . For x, y ∈ V we call x ∧ y the exterior product of x and y.

Let (e1, e2, . . . , en) be a basis of V . Since the 2-vectors{
ei ∧ ej

∣∣∣ i, j = 1 . . . , n, i < j
}

span Λ2V and are
(
n
2

)
, they form a basis of Λ2V , i.e.,

Λ2V :=
{
ξ =

∑
i<j

cijei ∧ ej

∣∣∣ cij ∈ R
}
.

Clearly, if g : Λ2V → Z is a linear map, then the map (x, y) → g(x∧y)
from V × V into Z is bilinear and alternating. The converse is also true.

4.2 Theorem. Let V be a vector space of dimension n. For every alternat-
ing bilinear map f : V ×V → Z there is a unique linear map g : Λ2V → Z
such that

f(x, y) = g(x ∧ y) ∀x, y ∈ V.

Proof. Since ei ∧ ej , i < j, form a basis of Λ2V whenever (e1, e2, . . . , en) is a basis of
V , it suffices to specify the values of g : Λ2V → Z on them

g(ei ∧ ej) := f(ei, ej), i < j. (4.3)

Then f(x, y) = g(x ∧ y) ∀x, y ∈ V because f is alternating, compare (4.2), and x ∧ y =∑
i<j(x

iyj − xjyi)ei ∧ ej if x =
∑n

i=1 x
iei and y =

∑n
i=1 y

iei. ��

At first sight, the definition of Λ2V appears as ambiguous since the
definition of exterior product is not uniquely specified. However, from The-
orem 4.2 we get the following.

4.3 Proposition. Let V be a vector space of dimension n and let π1, π2 :
V × V → Λ2V be two alternating bilinear maps on V . Then π2 = φ ◦ π1

for some linear isomorphism φ of Λ2V .
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Proof. According to Theorem 4.2 there exist g1, g2 : Λ2V → Λ2V such that

π2 = g ◦ π1, π1 = h ◦ π2 on V × V,

hence
π2 = g ◦ h ◦ π2, π1 = h ◦ g ◦ π1 on V × V.

Since the images of π1 and π2 span Λ2V , it follows that g ◦ h = h ◦ g = IdΛ2V , i.e.,
g = h−1, that is, g is a linear isomorphism. ��

Consequently, not specifying the exterior product on V is equivalent to
defining Λ2V apart from a linear isomorphism. In terms of bases, Proposi-
tion 4.3 tells us that, if (e1, e2, . . . , en) is a basis of V , choosing an exterior
product is equivalent to choosing a basis in Λ2V that we name (ei∧ej)i<j .

Summing up, the 2-vectors in Λ2R3 have
(
3
2

)
= 3 components and can

be written as

ξ = a ey ∧ ez + b ex ∧ ez + c ex ∧ ey, a, b, c ∈ R,

where

ey ∧ ez = −ez ∧ ey, ex ∧ ez = −ez ∧ ex, ex ∧ ey = −ey ∧ ex,

whereas every 2-alternating map, f : R3 × R3 → Z, uniquely defines a
linear map g : Λ2R3 → R such that g(x ∧ y) = f(x, y) ∀x, y ∈ R3.

b. k-alternating maps

We may generalize the previous construction to alternating k-linear maps.
First, let us describe k-linear alternating maps in coordinates.

4.4 Permutations and signature. Let S be a finite set. A permuta-
tion of S is a bijective map of S onto itself. Let us denote the set of all
permutations of S by P(S). Then #P(S) = k! if S has k elements.

A transposition of α = (α1, α2, . . . , αk) is a permutation that inter-
changes two distinct elements and leaves the others fixed. It is easy to see
that every permutation σ of S may be obtained as compositions of succes-
sive transpositions of S. Although there are several ways of doing this, the
parity of the number n of transpositions that compose σ depends only on
σ. The signature of σ is then defined as (−1)n and, with some impropriety
of language, is denoted by (−1)σ.

4.5 Example. The signature of each transposition is clearly −1. If S = {1, 2, 3}, then
the signature of the permutation (1, 2, 3) → (3, 2, 1) is −1, whereas the signature of the
permutation (1, 2, 3) → (3, 1, 2) is +1.

4.6 Multiindices. Let S be a subset of {1, 2, . . . , n}. Denote by |S| the
cardinality of S. A multiindex of length k, k ≥ 2, in {1, . . . , n} or, simply,
a k-multiindex, is an increasing k-tuple of numbers between 1 and n,

α = (α1, α2, . . . , αk), 1 ≤ α1 < α2 < · · · < αk ≤ n,
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and we denote by S(α) := {α1, α2, . . . , αk} the set of values of α. Similarly,
a 1-multiindex is a number between 1 and n that, however, we denote by i
instead of (i); moreover, let us introduce a unique 0-multiindex of length 0
denoted 0. Finally, let us notice that there is no k-multiindex in {1, . . . , n}
if k > n.

For k ≥ 0, we denote the set of k-multiindices by I(k, n). Since I(k, n) is
in a one-to-one correspondence to the subsets of {1, . . . , n} with k elements,
we have

#I(k, n) =

(
n

k

)
∀k, n.

In particular, #I(0, n) = 1, #I(k, n) = 0 if k > n.
Notice that a k-tuple β = (β1, β2, . . . , βk) of {1, . . . , n} either has at

least two coincident elements or all elements are distinct. The last case
happens if and only if we may order in increasing order the components
of β, that is, there is α = (α1, α2, . . . , αk) ∈ I(k, n) and a permutation σ
of α (or better of the set S(α) := {α1, α2, . . . , αk}) such that β = σ(α).

Given α = (α1, α2, . . . , αk) ∈ I(k, n), we denote by α the unique
(n− k)-multiindex β ∈ I(n− k, n) such that S(β) = {1, . . . , n} \ S(α). In
particular, α = α, 0 = (1, 2, . . . , n), and

i := (1, 2 . . . , i− 1, i+ 1, . . . , n) if 1 ≤ i ≤ n.

Finally, we denote by σ(α, α) the signature of the permutation that
reorders the n-tuple (α, α) to (1, 2, . . . , n).

Let V and Z be vector spaces. A map f : V k := V ×V × · · · ×V → Z,
f = f(x1, x2, . . . , xk), is said to be k-linear if it is linear on each factor.
Clearly, if V has dimension n and (e1, e2, . . . , en) is a basis of V , then
f is completely defined by its values on the nk k-tuples (ei1 , ei2 , . . . , eik),
ij ∈ {1, . . . , n}, j = 1, . . . , k.

4.7 Definition. A map f : V k → Z, f = f(x1, x2, . . . , xk), k ≥ 2, is
said to be k-alternating if it is k-linear and alternating, i.e.,

f(x1, . . . , xi, . . . , xj , . . . , xk) = −f(x1, . . . , xj , . . . , xi, . . . , xk) (4.4)

for all x1, x2, . . . , xk ∈ V .

4.8 Proposition. Let f : V k → Z be k-linear. The following claims are
equivalent:

(i) f is alternating.
(ii) f(x1, . . . , xk) = 0 for every k-tuple (x1, x2, . . . , xk) with xi = xj for

some i �= j.
(iii) f(x1, . . . , xk) = 0 for every k-tuple of vectors (x1, x2, . . . , xk) that

are linearly dependent.

In particular, there are no nonzero k-alternating maps on a vector space
of dimension n when k > n.
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Proof. (i) ⇒ (ii). The proof is trivial. (ii) ⇒ (iii). Assume, for instance, that x1 =∑k
i=2 a

kxk. Then

f(
n∑

i=2

aixi, x2, . . . , xn) =
n∑

i=2

αif(xi, x2, . . . , xn) = 0.

(iii) ⇒ (i). Let i �= j. The vectors

x1, . . . , xi + xj , . . . , xi + xj , . . . , xk

are linearly dependent, hence

0 = f(x1, . . . , xi + xj , . . . , xi + xj , . . . , xk)

= f(x1, . . . , xi, . . . , xi, . . . , xk) + f(x1, . . . , xj , . . . , xj , . . . , xk)

+ f(x1, . . . , xi, . . . , xj , . . . , xk) + f(x1, . . . , xj , . . . , xi, . . . , xk)

= f(x1, . . . , xi, . . . , xj , . . . , xk) + f(x1, . . . , xj , . . . , xi, . . . , xk).

��

Let α = (α1, α2, . . . , αk) ∈ I(k, n) and let σ be a permutation of α. If
β = σ(α) = (β1, β2, . . . , βk), it follows from (4.4) that

f(xβ1 , . . . , xβk
) = (−1)σf(xα1 , . . . , xαk

) (4.5)

if f : V k → Z is k-alternating. In particular, if (e1, e2, . . . , en) is a basis
of V , every k-alternating map on V is uniquely defined by its values on
the k-tuples

(eα1 , eα2 , . . . , eαk
), α := (α1, α2, . . . , αk) ∈ I(k, n).

4.9 Determinant. k-alternating maps are strongly related to the notion
of determinant of a matrix, as we shall soon see in detail. Let us recall that
the determinant of a matrix A = (Ai

j) ∈ Mn,n is the number

detA :=
∑

σ∈P({1,...,n})
(−1)σAσ1

1 Aσ2
2 · · ·Aσn

n , (4.6)

and that, as it is easily seen,

(i) the determinant is an n-alternating map of the columns of A,
(ii) we have

detAT = detA.

c. k-vectors

4.10 Definition. Let V be a vector space of dimension n and let 2 ≤ k.
The vector space V of k-vectors is a vector space ΛkV of dimension

(
n
k

)
together with a k-alternating map

(v1, v2, . . . , vk) −→ v1 ∧ v2 ∧ · · · ∧ vk

from V k to ΛkV with image that spans ΛkV , called the exterior product
of k vectors.
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As for 2-vectors, the following holds.

4.11 Theorem. Let V be a vector space of dimension n. For every k-
alternating map f : V k → Z with values in a vector space Z there exists a
unique linear map g : ΛkV → Z such that f(v1, v2, . . . , vk) = g(v1 ∧ v2 ∧
· · · ∧ vk).

4.12 Proposition. Let V be a vector space of dimension n. If π1, π2 :
V k → ΛkV are two exterior products on V , then there exists an isomor-
phism g : ΛkV → ΛkV such that π2 = γ ◦ π1.

Thus, not specifying the exterior product of k-vectors is equivalent
to defining ΛkV apart from an isomorphism. This makes Definition 4.10
consistent. This can be summed up in the following theorem.

4.13 Theorem (Universal property). Let V be a finite-dimensional
vector space. There exist (and are unique up to isomorphisms) a vector
space ΛkV and a k-alternating map · ∧ · · · ∧ · : V k → ΛkV with the follow-
ing property: For every k-alternating map f : V k → Z there is a unique
linear map g : ΛkV → Z such that f(x1, x2, . . . , xk) = g(x1∧x2∧· · ·∧xk)
∀x1, x2, . . . , xk ∈ V .

We conclude with the following proposition.

4.14 Proposition. Let {v1, v2, . . . , vk} be vectors in V . Then v1 ∧ v2 ∧
· · · ∧ vk = 0 if and only if v1, v2, . . . , vk are linearly dependent.

Proof. Since ∧ is alternating, v1 ∧ v2 ∧ · · · ∧ vk = 0 if v1, v2, . . . , vk are linearly de-
pendent by Proposition 4.8. Let us prove the converse by contradiction. Suppose that
v1, v2, . . . , vk are linearly independent and let (e1, e2, . . . , en) be a basis of V such that
ei = vi ∀i = 1, . . . , k. Since the k-vectors

eα := eα1 ∧ · · · ∧ eαk , α ∈ I(k, n),

form a basis of ΛkV , we would have v1 ∧ v2 ∧ · · · ∧ vk = e1 ∧ e2 ∧ · · · ∧ ek �= 0, a
contradiction. ��

d. k-vectors in coordinates

Let us compute in coordinates the exterior product of k-vectors. Let V be
a vector space of dimension n, let (e1, e2, . . . , en) be a basis of V and let

v1, v2, . . . , vn be n vectors of V . Let A = (aji ) be the n × n matrix with
the coordinates of v1, v2, . . . , vn in the basis e1, e2, . . . , en as columns,
vi =

∑n
j=1 a

j
iej. For all α, β ∈ I(k, n), α = (α1, α2, . . . , αk) and β =

(β1, β2, . . . , βk), we denote by

Mβ
α (A)

the determinant of the k× k submatrix of A of the elements of A that are
in the rows β1, β2, . . . , βk and in the columns α1, . . . ,αk of A. Of course,

M0
0
(A) = detA. For convenience, we also set M0

0 (A) = 1.
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Figure 4.1. Two introductory books on the theory of differential forms.

4.15 Proposition. We have

vα1 ∧ · · · ∧ vαk
=

∑
β∈I(k,n)

Mβ
α (A) eβ (4.7)

for every α = (α1, α2, . . . , αk) ∈ I(k, n) where

eβ := eβ1 ∧ eβ2 ∧ · · · ∧ eβk
.

Proof. From the linearity,

vα1 ∧ · · · ∧ vαk =
∑

j1,...,jk=1,...,n

aj1α1
aj2α2

. . . a
jk
αk

ej1 ∧ · · · ∧ ejk . (4.8)

Consider the k-tuple of indices (j1, . . . , jk). If two indices agree, then ej1 ∧ · · · ∧ ejk =
0. Otherwise j1, . . . , jk are distinct. Let β ∈ I(k, n) be the increasing reordering of
(j1, . . . , jk) and let σ be the permutation such that (j1, . . . , jk) = σ(β), then, by (4.5),

ej1 ∧ · · · ∧ ejk = (−1)σeβ .

Thus, on account of (4.6) and (4.8), we conclude that

vα1 ∧ · · · ∧ vαk =
∑

β∈I(k,n)

( ∑
σ∈P(S(β))

(−1)σaσ1
α1

. . . aσn
αn

)
eβ =

∑
β∈I(k,n)

Mβ
α (A) eβ .

��
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e. The exterior algebra and the exterior product

Let V be a vector space of dimension n and let us consider the vector
spaces ΛkV , k ≥ 0, defined by

Λ0V := R, Λ1V := V, ΛkV := {0} for k > n,

where for 2 ≤ k ≤ n, ΛkV is the space of k-vectors of V .
We extend the family of exterior products of 2, 3, . . . vectors of V to a

family of bilinear maps

ΛhV × ΛkV → Λh+kV, (α, β) → α ∧ β, (4.9)

called the exterior product of multivectors defined for 0 ≤ h, k ≤ n as
follows. If h or k = 0, then λ ∧ α = α ∧ λ := λα; if h, k ≥ 1, · ∧ · :
ΛhV × ΛkV → R is the unique bilinear map characterized by

(α1∧α2∧· · ·∧αh)∧(β1∧β2∧· · ·∧βk) = α1∧α2∧· · ·∧αh∧β1∧β2∧· · ·∧βk.

It is not difficult to see that the exterior product of multivectors

(i) is bilinear,
(ii) is associative,
(iii) α ∧ β = (−1)hkβ ∧ α if α ∈ I(h, n), β ∈ I(k, n), that is, is anticom-

mutative if h and k are both odd and commutative otherwise.

The family of vector spaces {ΛkV }k≥0 and the corresponding family of
exterior products · ∧ · : ΛhV ×ΛkV → Λh+kV form the exterior algebra of
the vector space V .

f. k-covectors

Let V be a finite-dimensional vector space and V ∗ its dual. Recall that, if
(e1, e2, . . . , en) is a basis of V and (x1, x2, . . . , xn) are the coordinates of a
point x ∈ V with respect to (e1, e2, . . . , en), then the coordinate functions
V → R, x �→ x1,. . . , x �→ xn, denoted also as dx1, . . . , dxn, are linear maps
that span V ∗. Since

dxi(ej) = δij ∀i, j = 1, . . . , n, (4.10)

(dx1, . . . , dxn) is the basis of V ∗, called the dual basis of (e1, e2, . . . , en).
In particular, the map < , >: V ∗ × V → R given by

< �, v >:= �(v) (4.11)

is a duality between V and V ∗, i.e., the following hold:

(i) < �, v > is bilinear.
(ii) < �, v >= 0 ∀v implies � = 0.
(iii) < �, v >= 0 ∀� implies v = 0.
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Furthermore, if x =
∑n

i=1 x
iei and � =

∑n
i=1 �idx

i, then < �, x >:= �(x) =∑n
i=1 �ix

i.
Finally, let us recall Einstein’s index convention, the indices of the

components of a vector are up and the indices of the components of a
linear map (with respect to the dual basis) are down. It is convenient to
arrange the components of a vector as columns and the components of
a linear map as a row vector, so that if � = (�1, �2, . . . , �n) ∈ V ∗ and
x = (x1, x2, . . . , xn)T ∈ V then < �, x >= �x where the product �x is row
by column.

4.16 Definition. Let V be a finite-dimensional vector space, let V ∗ be its
dual and 2 ≤ k ≤ n := dim V . A k-vector of V ∗ is called a k-covector of
V . The vector space of k-covectors of V is denoted by

ΛkV := ΛkV
∗.

We also set Λ0V = R, Λ1V = V ∗ and, for k > n, ΛkV = {0}.
4.17 Duality between ΛkV and ΛkV . The map V ∗k × V k → R given
by

((ω1, ω2, . . . , ωk), (v1, v2, . . . , vk)) := det < ωi, vj >,

where< , > is the duality between V and V ∗, is (2k)-linear and alternating
on each factor, therefore, it induces a bilinear map < , >: ΛkV ×ΛkV → R
characterized by

< ω1 ∧ ω2 ∧ · · · ∧ ωk, v1 ∧ v2 ∧ · · · ∧ vk >:= det(< ωi, vj >) (4.12)

if ω1 ∧ ω2 ∧ · · · ∧ ωk ∈ ΛkV and v1 ∧ v2 ∧ · · · ∧ vk ∈ ΛkV .
If (dx1, . . . , dxn) is the dual basis in V ∗ of the basis (e1, e2, . . . , en) of

V , the covectors dxα = dxα1 ∧· · ·∧dxαk , α ∈ I(k, n), form a basis of ΛkV ;
moreover, ∀α, β ∈ I(k, n), we have

< dxα, eβ >= det
(
< dxαi , eβj >

)
i,j

= δαβ .

Consequently, (4.12) is a duality between ΛkV and ΛkV , and if ω =∑
α∈I(k,n) ωαdx

α and v =
∑

α∈I(k,n) v
αeα, we have

< ω, v >=
∑

α,β∈I(k,n)

ωαv
β < dxα, eβ >=

∑
α∈I(k,n)

ωαv
α.

4.18 k-covectors in coordinates. Let (e1, . . . , en) be a basis of a vec-
tor space V and (dx1, . . . , dxn) be its dual basis in V ∗. Let ω1, . . . , ωn

be 1-covectors in V ∗ and let A = (aij) be the n × n matrix with

rows the coordinates of ω1, ω2, . . . , ωn, in the basis (dx1, . . . dxn), i.e.,

ωi =
∑n

j=1 a
j
idx

j =
∑n

j=1(A
T )ijdx

j . Then, compare (4.7),

ωα1 ∧ · · · ∧ ωαk =
∑

β∈I(k,n)

Mα
β (A

T ) dxβ ∀α ∈ I(k, n). (4.13)
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g. Linear transformations

4.19 Exterior power. Let V and W be vector spaces of dimension n
and N , respectively, and let k be an integer with k ≥ 1. For every linear
map φ : V → W , the transformation

(v1, v2, . . . , vk) → φ(v1) ∧ φ(v2) ∧ · · · ∧ φ(vk)

defines a k-alternating map from V k into ΛkW , consequently, a linear map
Λkφ : ΛkV → ΛkW characterized by

Λkφ(v1∧v2∧· · ·∧vk) := φ(v1)∧· · ·∧φ(vk) ∀v1, v2, . . . , vk ∈ V. (4.14)

Of course, Λ1φ = φ and Λkφ = 0 for k > n. If we set Λ0φ = Id, we can
then write

Λh+kφ(ξ ∧ η) = Λhφ(ξ) ∧ Λkφ(η) (4.15)

∀ξ ∈ ΛhV , ∀η ∈ ΛkV , ∀h, k ≥ 0.
It is easily seen that for linear maps between finite-dimensional spaces

φ : V → W and ψ : W → Z and for k ≥ 0 we have

Λk(ψ ◦ φ) = Λkψ ◦ Λkφ. (4.16)

4.20 ¶. Let φ : V → W be a linear map and {v1, v2, . . . , vk} ⊂ V . Then Λkφ(v1 ∧
v2 ∧ · · · ∧ vk) = 0 if and only if the vectors φ(v1), . . . , φ(vk) are linearly dependent.

4.21 Adjoint map. Recall that for every linear map φ : V → W be-
tween finite-dimensional spaces the formal adjoint is defined as the map
φ∗ : W ∗ → V ∗ given by

< φ∗(w∗), v >:=< w∗, φ(v) > ∀v ∈ V, ∀w∗ ∈ W ∗

where < , > denotes accordingly the dualities between V and V ∗ and W
and W ∗, see (4.11).

If A is the matrix associated to φ with respect to bases (e1, e2, . . . , en)
in V and (f1, f2, . . . , fN ) in W , then the matrix B associated to φ∗ in the
corresponding dual bases (dx1, . . . , dxn) of V ∗ and (dy1, . . . , dyN ) of W ∗
is AT . In fact, the elements of the jth column of B are the coordinates of
φ∗(dxj), therefore

Bi
j =< φ∗(dxj), ei >=< dxj , φ(ei) >= Aj

i .

4.22 Exterior power of the adjoint. If φ : V → W is linear and k ≥
1, the map

(ω1, ω2, . . . , ωk) → φ∗(ω1) ∧ · · · ∧ φ∗(ωk)

is k-alternating on W ∗k with values in ΛkV , consequently, it defines a
unique linear map Λkφ : ΛkW → ΛkV characterized by

Λkφ(ω1 ∧ ω2 ∧ · · · ∧ ωk) = φ∗(ω1) ∧ · · · ∧ φ∗(ωk).

If we set Λ0φ = Id in R, for all h, k ≥ 0 we have
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Λh+kφ(ω ∧ ζ) = Λhφ(ω) ∧ Λkφ(ζ) ∀ω ∈ ΛhV, ∀ζ ∈ ΛkV (4.17)

and for linear maps φ : Rn → RN and ψ : RN → RM ,

Λk(ψ ◦ φ) = Λkφ ◦ Λkψ. (4.18)

Moreover, the map Λkφ : ΛkW → ΛkV is the formal adjoint of Λkφ :
ΛkV → ΛkW with respect to the induced dualities between ΛkV and ΛkV
and between ΛkW and ΛkW given by (4.12). In fact,

< Λkφ(ω1 ∧ ω2 ∧ · · · ∧ ωk), k1 ∧ k2 ∧ · · · ∧ k>

=< φ∗(ω1) ∧ · · · ∧ φ∗(ωk), v1 ∧ v2 ∧ · · · ∧ vk >

= det < φ∗(ωi), vj >= det < ωi, φ(vj) >

=< ω1 ∧ ω2 ∧ · · · ∧ ωk, φ(v1) ∧ · · · ∧ f(vk) >

=< ω1 ∧ ω2 ∧ · · · ∧ ωk,Λkφ(v1 ∧ v2 ∧ · · · ∧ vk) > .

4.23 Exterior power in coordinates. Let V and W be two finite-
dimensional vector spaces, (e1, e2, . . . , en) a basis in V and (f1, f2, . . . , fN )
a basis in W . Let (dx1, . . . , dxn) and (dy1, . . . , dyN ) be the corresponding
dual bases in V ∗ and W ∗. If A ∈ MN,n is the matrix associated to the
linear map φ : V → W , then

φ(ei) :=

N∑
j=1

Aj
ifj ,

φ∗(dyi) =
n∑

j=1

Ai
jdx

j =

n∑
j=1

(AT )jidx
j .

It follows from (4.7) that

Λkf(eα) =
∑

β∈I(k,N)

Mβ
α (A)fβ .

Λkf(dyα) =
∑

β∈I(k,n)

Mβ
α (A

T ) dxβ .
(4.19)

4.24 Example. Let φ : R2 → R3 be a linear map and let

A :=

⎛⎜⎝a d

b e

c f

⎞⎟⎠
be the matrix associated to φ in the bases (e1, e2) of R2 and (f1, f2, f3) of R3. Then

Λ1φ(e1) := a f1 + b f2 + c f3, Λ1φ(e2) := d f1 + e f2 + f f3,

Λ2φ(e1 ∧ e2) = (ae− bd) f1 ∧ f2 + (af − dc) f1 ∧ f3 + (bf − ce) f2 ∧ f3.
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h. The determinant

The formalism we have introduced is useful for dealing with the properties
of the determinant avoiding indices and permutations. Let us begin with
an intrinsic definition of determinant of a linear map φ : V → V .

If dimV = n, we have dimΛnV = 1, hence there is a unique number,
called the determinant of φ and denoted by detφ such that

Λnφ(v1 ∧ v2 ∧ · · · ∧ vn) = (detφ) v1 ∧ v2 ∧ · · · ∧ vn (4.20)

for every v1, v2, . . . , vn ∈ V . Clearly, detφ does not depend either on the
coordinates or the choice of the exterior product: It is a characteristic of the
linear map φ. Moreover, according to (4.19), if φ : Rn → Rn, φ(x) := Ax,
then

Λnφ(v1 ∧ v2 ∧ · · · ∧ vn) = (detA) v1 ∧ v2 ∧ · · · ∧ vn, (4.21)

i.e., detφ = detA, where A is the matrix associated to φ once the basis
of V is chosen.

4.25 Binet’s formula. Let A and B be two n × n matrices and let
φ(x) = Ax and ψ(y) := By. Then ψ ◦ φ(x) = BAx and, therefore, the
equality

Λn(ψ ◦ φ) = Λnψ ◦ Λnφ

in (4.18) rewrites in terms of matrices, according to (4.21), as Binet’s
formula

det(AB) = detA detB.

The associative property of the exterior product

Λnφ(v1∧v2∧· · ·∧vn) = Λk(v1, v2, . . . , vk)∧Λn−k(vk+1∧· · ·∧vn) (4.22)

∀v1, v2, . . . , vn ∈ V , yields Laplace’s formula for the determinant of a
matrix:

4.26 Theorem (Laplace’s formula). Let A ∈ Mn,n(R). For β, γ ∈
I(k, n) we have

δβγ detA = σ(β, β)
∑

α∈I(k,n)

σ(α, α)Mα
β (A)Mα

γ (A). (4.23)

Proof. According to (4.19),

Λkφ(eβ) =
∑

α∈I(k,n)

Mα
β (A) eα,

Λn−kφ(eγ) =
∑

τ∈I(n−k,n)

Mτ
γ (A)eτ ,

hence
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Λnφ(eβ ∧ eγ) = Λkφ(eβ) ∧ Λn−kφ(eγ)

=
∑

α∈I(k,n)

∑
τ∈I(n−k,n)

Mα
β (A)Mτ

γ (A) eα ∧ eτ

=
∑

α∈I(k,n)

Mα
β (A)Mα

γ (A) eα ∧ eα

=
( ∑

α∈I(k,n)

σ(α, α)Mα
β (A)Mα

γ (A)
)
e1 ∧ e2 ∧ · · · ∧ en.

On the other hand eβ ∧ eγ = 0 if b �= γ, and

Λn(eβ ∧ eβ) = σ(β, β)Λn(w1 ∧ w2 ∧ · · · ∧ wn) = detA e1 ∧ e2 ∧ · · · ∧ en.

��

4.27 Remark. When |β| = 1, say β = j ∈ {1, . . . , n}, Laplace’s formula
yields the development of the determinant in terms of the cofactors along
the column j,

δih detA =
∑

α∈I(k,n)

(−1)i+jAi
jM

i
j
(A) = (A cofA)ih,

if (cofA)ji := (−1)i+jM i
j
(A).

4.28 Remark (detA = detAT ). Finally, from (4.21) we infer that the
equality detA = detAT is equivalent to the fact that Λnφ is the formal
adjoint of Λnφ for the map φ(x) := Ax. In fact, from (4.19)

Λnφ(e1 ∧ e2 ∧ · · · ∧ en) = φ(e1) ∧ · · · ∧ φ(en)

= (detA) e1 ∧ e2 ∧ · · · ∧ en,

Λnφ(dx1 ∧ · · · ∧ dxn) = φ∗(dx1) ∧ · · · ∧ φ∗(dxn)

= (detAT ) dx1 ∧ · · · ∧ dxn.

i. Inner product of multivectors

Let V be a finite-dimensional space with an inner product ( | ). Then the
Riesz isomorphism R : V → V ∗ given by R(v)(w) := (v|w) is well-defined,
and we may set

ξ •η :=< ΛkR(ξ), η > ∀ξ, η ∈ ΛkV,

ω • ζ :=< ω,ΛkR(ζ) > ∀ω, ζ ∈ ΛkV.
(4.24)

From (4.12) and (4.14), recalling also that the k × k matrix G = (gij),
gij := vi •vj , is positive definite if and only if (v1, v2, . . . , vk) are linearly
independent, we then infer the following proposition.
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4.29 Proposition. The bilinear maps in (4.24) define two inner products
respectively in ΛkV and ΛkV , and we have

(v1 ∧ v2 ∧ · · · ∧ vk) • (w1 ∧w2 ∧ · · · ∧wk) = det( vi •wj ),

(ω1 ∧ ω2 ∧ · · · ∧ ωk) • (η1 ∧ η2 ∧ · · · ∧ ηk) = det(ωi •ηj ).
(4.25)

In particular, if (e1, e2, . . . , en) is an orthonormal basis of V , then the
dual basis (dx1, . . . , dxn) is orthonormal in V ∗ and the bases (eα)α∈I(k,n)

in ΛkV and (dxα)α∈I(k,n) in ΛkV are orthonormal. It follows that

ξ =
∑

α∈I(k,n)

( ξ •eα ) eα, ω =
∑

α∈I(k,n)

(ω •dxα ) dxα

for all ξ ∈ ΛkV and η ∈ ΛkV , and

|ξ|2 := ξ • ξ =
∑

α∈I(k,n)

| ξ •eα |2,

|ω|2 := ω •ω =
∑

α∈I(k,n)

|ω •dxa |2.

j. The Jacobian and the Cauchy–Binet formula

Let us give a simple and interesting geometric interpretation of (4.25).
Let us consider Rn and RN , N ≥ n, with the standard inner products
and orthonormal bases (e1, e2, . . . , en) and (f1, f2, . . . , fN ), respectively.
Let T be a N × n matrix and denote by vj ∈ RN the jth column of T,
1 ≤ j ≤ n. Since

vi •vj = (TTT)ij ∀i, j = 1, . . . , n,

(4.25) yields

|ΛnT|2 =
∣∣∣v1 ∧ v2 ∧ · · · ∧ vn

∣∣∣2
= (v1 ∧ v2 ∧ · · · ∧ vn) • (v1 ∧ v2 ∧ · · · ∧ vn) = det(TTT).

(4.26)

In particular, kerT = {0} if and only if ΛnT = 0. On the other hand,
(4.19) yields

v1 ∧ v2 ∧ · · · ∧ vk = T(e1) ∧ · · · ∧T(ek)

= ΛkT(e1 ∧ e2 ∧ · · · ∧ ek) =
∑

α∈I(k,N)

Mα
(1,...,k)(T)fβ

and, since f1, f2, . . . , fN are orthonormal,∣∣∣v1 ∧ v2 ∧ · · · ∧ vk

∣∣∣2 =
∑

α∈I(k,N)

∣∣∣Mα
(1,...,k)(T)

∣∣∣2. (4.27)
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By a comparison of (4.26) and (4.27) with k = n we then infer the Cauchy–
Binet formula

det(TTT) =
∑

α∈I(n,N)

∣∣∣Mα
(1,...,n)(T)

∣∣∣2. (4.28)

4.30 Example. Let A ∈ M3,2(R),

A =

⎛⎜⎝a b

c d

e f

⎞⎟⎠ ,

and let

u :=

⎛⎜⎝a

c

e

⎞⎟⎠ v :=

⎛⎜⎝b

d

f

⎞⎟⎠
be the two columns of A. Set⎧⎪⎪⎨⎪⎪⎩

E := |u|2 = a2 + b2 + c2,

F := (u|v) = ab+ cd+ ef,

G := |v|2 = b2 + d2 + f2.

Then (4.26) yields

det(ATA) = det

(
E F

F G

)
= EG− F 2.

On the other hand, I(2, 3) = {(1, 2), (2, 3), (1, 3)}, thus, if we set

B := A
(1,2)
(1,2)

=

(
a b

c d

)
, C := A

(2,3)
(1,2)

=

(
c d

e f

)
, D := A

(1,3)
(1,2)

=

(
a b

e f

)
,

the Cauchy–Binet formula states that

det(ATA) = (detB)2 + (detC)2 + (detD)2.

4.1.2 Subspaces and k-vectors

a. Simple vectors

Let V be a vector space of dimension n and k ≤ n. A k-vector ξ ∈ ΛkV is
said to be simple if there exist v1, v2, . . . , vk ∈ V such that ξ = v1 ∧ v2 ∧
· · · ∧ vk. Since λξ, λ ∈ R, is simple if ξ is simple, the simple vectors form
a cone of ΛnV .

Clearly, 0-vectors, 1-vectors and n-vectors in ΛnV are simple. Moreover,
the following holds, see (iii) of Proposition 4.34,

4.31 Proposition. If dim V = n, then all (n− 1)-vectors are simple.

The following example shows that not all k-vectors are simple.
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Figure 4.2. Frontispieces of two celebrated monographs.

4.32 Example. Let (e1, e2, e3, e4) be the standard basis of R4. The 2-vector ξ :=
e1 ∧ e2 + e3 ∧ e4 ∈ Λ2R4 is not simple. Otherwise ξ = v1 ∧ v2 for some v1, v2 ∈ V . Since
ξ ∧ ξ = 0, we would then have

2 e1 ∧ e2 ∧ e3 ∧ e4 = 0,

a contradiction.

Actually, one can show that there exist nonsimple k-vectors in ΛkV if
and only if dimV ≥ 4 and 2 ≤ k ≤ n− 2.

b. Simple vectors and k-subspaces

In addition to being useful in describing the properties of the determinant,
the k-vectors of a vector space V are useful in dealing with subspaces of
dimension k of V .

Let V be a vector space of dimension n and let v1, v2, . . . , vk ∈ V ,
k ≤ n. As we noticed in Proposition 4.14, v1 ∧ v2 ∧ · · · ∧ vk is nonzero if
and only if v1, v2, . . . , vk are linearly independent. Consequently, to every
simple and nonzero k-vector ξ = v1∧v2∧· · ·∧vk, we may and do associate
the k-dimensional subspace of V

Span(ξ) := Span
{
v1, v2, . . . , vk

}
and we have

Span(ξ) =
{
v ∈ V

∣∣∣ ξ ∧ v = 0
}
. (4.29)

Furthermore, if (v1, v2, . . . , vk) and (w1, w2, . . . , wk) are two k-tuples
of linearly independent vectors of V , we have Span{v1, v2, . . . , vk} =
Span{w1, w2, . . . , wk} if and only if
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v1 ∧ v2 ∧ · · · ∧ vk = λw1 ∧ w2 ∧ · · · ∧ wk for some λ �= 0. (4.30)

In fact, if V ′ := Span{v1, v2, . . . , vk} = Span{w1, w2, . . . , wk}, then
(v1, v2, . . . , vk) and (w1, w2, . . . , wk) are two bases for V ′, and, because
of (4.20), we have

v1 ∧ v2 ∧ · · · ∧ vk = λw1 ∧ w2 ∧ · · · ∧ wk,

where λ �= 0 is the determinant of the matrix that changes the basis
from (w1, w2, . . . , wk) to (v1, v2, . . . , vk). Conversely, if v1 ∧ v2 ∧ · · · ∧
vk = λw1 ∧ w2 ∧ · · · ∧ wk for some λ �= 0, then Span{v1, v2, . . . , vk} =
Span{w1, w2, . . . , wk} according to (4.29).

Summing up, the linear subspaces of dimension k of V are in a one-
to-one correspondence with the lines through the origin in ΛkRn generated
by the nonzero simple vectors ξ = v1 ∧ v2 ∧ · · · ∧ vk.

c. Orientation and simple k-vectors

Let φ : V → V be a linear isomorphism. We say that φ preserves the
orientation if detφ > 0 and reverses the orientation if detφ < 0. Re-
calling that a basis is an ordered set of vectors, we say that two bases
(v1, v2, . . . , vk) and (w1, w2, . . . , wk) of V have the same orientation (re-
spectively the opposite orientation) if the map that changes coordinates
from one basis to the other preserves (respectively reverses) the orien-
tation. Accordingly, the choice of an ordered basis (v1, v2, . . . , vk) of V
fixes the orientation, and any other basis (w1, w2, . . . , wk) has either the
orientation of (v1, v2, . . . , vk) or the opposite orientation.

Since according to (4.30),

w1 ∧w2 ∧ · · · ∧wk = λ v1 ∧ v2 ∧ · · · ∧ vk,

where λ is the determinant of the map that maps the basis (v1, v2, . . . , vk)
on (w1, w2, . . . , wk), we may identify an oriented k-plane, i.e., a k-plane
with a selected ordered basis (v1, v2, . . . , vk) on it, with one of the two half-
lines in ΛkV through 0 generated by the simple vector w1 ∧w2 ∧ · · · ∧wk.

If V is a Euclidean space, we have a norm on ΛkV , hence the two
multiples of ξ = w1 ∧ w2 ∧ · · · ∧ wk of unit norm 1 describe the two
possible orientations of Span(v1, v2, . . . , vk). This motivates the following
definition.

4.33 Definition. Let V be a vector space of dimension n endowed with an
inner product and let P be a k-subspace of V and ξ �= 0 a simple k-vector
that spans P ,

P =
{
v ∈ V

∣∣∣ v ∧ ξ = 0
}
.

Then the two k-vectors ±ξ/|ξ| are the orientations of P . If (v1, v2, . . . , vk)
is a basis of P , then the orientation fixed by (v1, v2, . . . , vk) is the k-vector

v1 ∧ v2 ∧ · · · ∧ vk
|v1 ∧ v2 ∧ · · · ∧ vk| .
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We conclude noticing that the set of oriented, k-dimensional subspaces
of V is in a one-to-one correspondence with the k-dimensional Grassman-
nian of V defined by

Gk(V ) :=
{
ξ ∈ ΛkV

∣∣∣ ξ simple, |ξ| = 1
}
.

According to the above, Gk(V ) is a proper subset of (the unit sphere of)
ΛkV if dim V = n ≥ 4 and 2 ≤ k ≤ n− 2.

4.1.3 Vector product and Hodge operator

a. Hodge operator

Let V be a vector space of dimension n, endowed with an inner product
and oriented by the choice of an n-vector μ ∈ ΛnV with |μ| = 1, and
let 0 ≤ k ≤ n. Since dimΛnV = 1, the map t → t μ is an isomorphism
between R and ΛnV . The bilinear map (ξ, η) → ξ ∧ η from ΛkV ×Λn−kV
into ΛnV then yields a bilinear map a : ΛkV × Λn−kV → R defined by

ξ ∧ η =: a(ξ, η)μ.

By Riesz’s theorem, there is a linear map ∗ : ΛkV → Λn−kV , called the
Hodge operator, such that a(ξ, η) = (∗ξ) •η , i.e.,

ξ ∧ η =: ( (∗ξ) •η )μ ∀ξ ∈ ΛkV, ∀η ∈ Λn−kV. (4.31)

Of course, Hodge’s operator depends on the choices of the inner product
and of the orientation μ of V (∗ changes sign if we change the orientation
of V ).

By replacing V with V ∗ and μ with the dual n-form Ω ∈ ΛnV , we may
define the Hodge operator on covectors ∗ : ΛkV → Λn−kV . By definition

ξ ∧ η =: ( ∗ξ •η )μ ∀ξ ∈ ΛkV, η ∈ Λn−kV,

ω ∧ ζ =: ( ∗ω • ζ )Ω ∀ω ∈ ΛkV, η ∈ Λn−kV.
(4.32)

Before computing a few formulas, it is convenient to make the action
of Hodge’s operator on an orthonormal basis (e1, e2, . . . , en) of V explicit.
For all α ∈ I(k, n) and β ∈ I(n− k, n) we have

( ∗eα •eβ )μ = eα ∧ eβ =

{
0 if β �= α,

σ(α, α) e1 ∧ e2 ∧ · · · ∧ en if β = α,

( ∗dxα •dxβ )Ω = dxα ∧ dxβ =

{
0 if β �= α,

σ(α, α) dx1 ∧ · · · ∧ dxn if β = α

hence
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∗ eα = σ(α, α) eα < e1 ∧ · · · ∧ en, μ >,

∗ dxα = σ(α, α) dxα < dx1 ∧ · · · ∧ dxn,Ω > .
(4.33)

In particular, if we choose as orientation the one induced by the orthonor-
mal basis (e1, e2, . . . , en), i.e., μ := e1∧e2∧· · ·∧en, then Ω = dx1∧· · ·∧dxn

and
∗eα = σ(α, α) eα, ∗dxα = σ(α, α) dxα. (4.34)

4.34 Proposition. We have the following:

(i) ∗1 = μ, ∗μ = 1.
(ii) The Hodge operators ∗ : ΛkV → Λn−kV and ∗ : ΛkV → Λn−kV ,

0 ≤ k ≤ n, are isomorphisms

∗ (∗ξ) = (−1)k(n−k)ξ ∀ξ ∈ ΛkV,

∗ (∗ω) = (−1)k(n−k)ω ∀ω ∈ ΛkV.
(4.35)

(iii) ξ ∈ ΛkV is simple if and only if ∗ξ ∈ Λn−kV is simple.
(iv) If ξ ∈ ΛkV is simple and nonzero, then Span(ξ) and Span(∗ξ) are

perpendicular, actually supplementary.

Proof. (i) is trivial.

(ii) If (e1, e2, . . . , en) is an orthonormal basis of V , we have

∗(∗eα) = σ(α, α) ∗ eα < e1 ∧ e2 ∧ · · · ∧ en, μ >

= σ(α, α)σ(α,α) eα < e1 ∧ e2 ∧ · · · ∧ en, μ >2

= σ(α, α)σ(α,α) eα.

We need k(n − k) transpositions to permute (α, α) into (α, α), hence σ(α,α) =

σ(α, α)(−1)k(n−k) . Similarly we show that ∗ ∗ ω = (−1)k(n−k)ω.

(iii) and (iv). Let ξ ∈ ΛkV be simple and nonzero. By choosing an orthonormal basis
(e1, e2, . . . , en) of V such that ξ = λ e1 ∧ e2 ∧ · · · ∧ ek for some λ �= 0, we have

∗ξ = λ ∗ (e1 ∧ e2 ∧ · · · ∧ ek) = ek+1 ∧ · · · ∧ en < e1 ∧ e2 ∧ · · · ∧ en, μ >

and this proves (iii) and (iv). ��

From (ii) of Proposition 4.34 we infer for all ξ, η ∈ ΛkV , ∀ω, ζ ∈ ΛkV

η ∧ ∗ξ = (−1)k(n−k) ∗ ξ ∧ η = ( ξ •η )μ,

∗ ω ∧ ζ = (−1)k(n−k)ζ ∧ ∗ω = (ω • ζ )Ω,
ξ •η = (∗ξ) • (∗η) ,
ω • ζ = (∗ω) • (∗ζ) ,
< ω, ∗ξ >= (−1)k(n−k) < ∗ω, ξ >

(4.36)

and

ξ ∧ ∗ξ = |ξ|2 μ = | ∗ ξ|2μ, ω ∧ ∗ω = |ω|2 Ω = | ∗ ω|2 Ω,
|ξ| = | ∗ ξ|, |ω| = | ∗ ω|,
|ξ ∧ ∗ξ| = |ξ|2, |ω ∧ ∗ω| = |ω|2.
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4.35 Example. Consider R3 with the standard orientation induced by (ex, ey , ez).

Then ∗∗ = (−1)k(3−k) = +1 ∀k = 0, 1, 2, 3 and

∗ ex = ey ∧ ez, ∗ey = −ex ∧ ez , ∗ ez = ex ∧ ey,

∗ dx = dy ∧ dz, ∗dy = −dx ∧ dz, ∗ dz = dx ∧ dy.

b. Vector product

In terms of Hodge’s operator we may define the vector product in R3.

4.36 Definition. Let V be a vector space of dimension n endowed with
an inner product and oriented by μ ∈ ΛnV with |μ| = 1, and let ∗ be
the associated Hodge operator on Λn−1V . The vector product of (n − 1)
vectors v1, v2, . . . , vn−1 ∈ V denoted by v1×· · ·× vn−1 is defined to be the
1-vector

v1 × · · · × vn−1 := ∗(v1 ∧ v2 ∧ · · · ∧ vn−1).

We readily infer the following from (4.36):

(i) |v1 × · · · × vn−1| = |v1 ∧ v2 ∧ · · · ∧ vn−1|.
(ii) v1 × · · · × vn−1 is nonzero if and only if v1, v2, . . . , vn−1 are lin-

early independent and in this case v1×· · ·× vn−1 is perpendicular to
Span{v1, v2, . . . , vn−1}.

(iii) We have

v1 ∧ v2 ∧ · · · ∧ vn−1 ∧ (v1 × · · · × vn−1) = |v1 ∧ v2 ∧ · · · ∧ vn−1|2μ.

In particular, if v1, v2, . . . , vn−1 are linearly independent, the basis

(v1, . . . , vn−1, v1 × · · · × vn−1)

has the same orientation of (e1, e2, . . . , en).

4.37 Example. Let V = R3, (e1, e2, e3) be the standard basis of R3, and μ = e1 ∧
e2 ∧ e3. Then

e1 × e2 := ∗(e1 ∧ e2) = e3,

e1 × e3 := ∗(e1 ∧ e3) = −e2,

e2 × e3 := ∗(e2 ∧ e3) = e1.

4.38 ¶. Let L : Rn → Rn−1 be a linear map and LT =
[
L1|L2| . . . |Ln

]
. Show that

RankL = n−1 if and only if L1×L2×· · ·×Ln �= 0 and, in this case, L1×L2×· · ·×Ln

spans kerL.
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4.2 Integration of Differential

k-Forms

4.2.1 Differential k-forms

Let Ω ⊂ Rn. A differential k-form (for short, a k-form) ω in Ω ⊂ Rn is a
map ω : Ω → ΛkRn. Thus, if k = 0, ω is a function ω : Ω → R; if k > n
trivially ω(x) = 0 ∀x, and for 1 ≤ k ≤ n, with respect to the basis of ΛkRn

we can write
ω(x) =

∑
α∈I(k,n)

ωα(x) dx
α, ∀x ∈ Ω,

(ωα)α being the components of ω with respect to the chosen basis (dxα)α.
We say that ω is of class Cs if its components are functions of class Cs.

a. Exterior differential

The special structure of ΛkRn and the notion of exterior differential dis-
tinguish k-forms from maps into a vector space of dimension

(
n
k

)
.

Let Ω ⊂ Rn be an open set. The exterior differential of a k-form ω of
class C1 is defined as the (k + 1)-form dω of class C0 given by

dω(x) :=
∑

α∈I(k,n)

n∑
i=1

∂ωα

∂xi
(x) dxi ∧ dxα.

4.39 Example. In R3 the following hold:

(i) If k = 0 and ω(x) : Ω → Λ0R = R, then

dω(x) = ωx dx+ ωy dy + ωz dz,

i.e, dω(x) is the differential of the function ω at x.
(ii) If k = 1 and ω(x) = a dx+ b dy + c dz, then

dω(x) = (cy − bz) dy ∧ dz + (cx − az) dx ∧ dz + (bx − ay) dx ∧ dy.

(iii) If k = 2 and ω = Adx ∧ dy + B dx ∧ dz + C dy ∧ dz, then

dω =
(∂A
∂z

− ∂B

∂y
+

∂C

∂x

)
dx ∧ dy ∧ dz.

(iv) For every 3-form ω, we have dω = 0.

4.40 Proposition. We have the following:

(i) If ω is a 0-form of class C1, then dω(x) =
∑n

i=1
∂f
∂xi (x) dx

i.

(ii) If k ≥ n and ω is a k-form of class C1, then dω(x) = 0 ∀x.
(iii) d is linear: For k-forms ω and η of class C1, k ≥ 0, and λ, μ ∈ R,

we have d(λω + μη) = λdω + μ dη.
(iv) If ω and η are respectively a h-form and a k-form of class C1, h, k ≥

0, then d(ω ∧ η) = dω ∧ η + (−1)hω ∧ dη.
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(v) If ω is of class C2, then d(dω) = 0.

Proof. (i), (ii) and (iii) are trivial.

(iv) If ω =
∑

α∈I(h,n) ωαdxα and η =
∑

β∈I(k,n) ηβdx
β , then

d(ω ∧ η) =
n∑

i=1

∑
α∈I(h,n)

∑
β∈I(k,n)

(ωαηβ)xi dxi ∧ dxα ∧ dxβ

=
n∑

i=1

∑
α∈I(h,n)

∑
β∈I(k,n)

(ωα)xiηβ dxi ∧ dxα ∧ dxβ

+ (−1)h
n∑

i=1

∑
α∈I(h,n)

∑
β∈I(k,n)

ωα(ηβ )xi dxα ∧ dxi ∧ dxβ

= dω ∧ dη + (−1)hω ∧ dη.

(v) If ω =
∑

α∈I(h,n) ωαdxα, then

d(dω) = d
( n∑

i=1

∑
α∈I(h,n)

(ωα)xidxi ∧ dxα
)

=
∑

α∈I(h,n)

∑
i,j=1,n

i<j

( ∂2ωα

∂xi∂xj
− ∂2ωα

∂xj∂xi

)
dxi ∧ dxj ∧ dxα

= 0

by Schwarz’s theorem, see [GM4]. ��

4.41 Remark. As seen, property (iv), d(dω) = 0, amounts to the equality
of the mixed second derivatives of the components of ω. It is a source of
several “integrability conditions” in the theory of PDE’s and in differential
geometry, see e.g., the proof of Poincaré’s lemma, Theorem 4.75.

b. Pull-back of differential forms

The structure of exterior algebra on the spaces {ΛkRn} explicitly shows
up in several issues, as for instance when dealing with the inverse image
of a k-form.

Let U ⊂ Rn and Ω ⊂ RN be open sets and let φ : U → Ω, φ =
(φ1, φ2, . . . , φN ), a map of class C1. As usual, denote by dφ(u) : Rn → RN

the linear tangent map to φ at u. Given a differential k-form ω of class C1

on Ω ⊂ RN ,

ω =
∑

α∈I(k,N)

ωα(x)dx
α,

the pull-back or inverse image of ω is the differential k-form in U ⊂ Rn

defined for every u ∈ U by

φ#ω(u) :=

⎧⎪⎪⎨⎪⎪⎩
ω(φ(u)) if k = 0,

0 if k > min(n,N),∑
α∈I(k,N) ωα(φ(u)) dφ

α1 (u) ∧ · · · ∧ dφαk (u)



4.2 Integration of Differential k-Forms 235

if 1 ≤ k ≤ min(n,N). If we introduce the exterior power of dφ(u), that is
for 1 ≤ k ≤ n,

Λk(dφ(u))(dxα) := dφα1 (u) ∧ · · · ∧ dφαk (u),

and Λ0(dφ(u)) = Id, we have

φ#ω(u) =
∑

α∈I(k,N)

ωα(φ(u))Λ
k(dφ(u))(dxα)

= Λk(dφ(u))
(
ω(φ(u))

) (4.37)

i.e., φ#ω(u) is the k-covector in ΛkRn image of ω(φ(u)) through Λk(dφu).
We can compute explicitly the components of φ#ω by means of (4.19):

If Dφ(u) is the Jacobian of φ at u in a given basis, then

φ#ω(u) =
∑

α∈I(k,n)

ωα(φ(u))Λ
k(dφu)(dx

α)

=
∑

β∈I(k,n)

( ∑
α∈I(k,N)

ωα(φ(u))M
α
β (Dφ(u))

)
duβ.

4.42 Remark. Notice that for a k-form ω of class Cr, r ≥ 1, and a map
φ of class Cs, s ≥ 1, φ#ω is of class min(r, s − 1) if k > 0 and of class
min(r, s) if k = 0.

4.43 Proposition. Let U ⊂ Rn and V ⊂ RN be open sets and let φ :
U → V be a map of class C1. Then the following hold:

(i) φ# is linear.
(ii) For a k-form ω and an h-form η on V with continuous coefficients,

we have φ#(ω ∧ η) = φ#ω ∧ φ#η.
(iii) If ω is a k-form of class C2, k > 0, and φ is of class C2, then dφ#ω

and φ#(dω) have continuous coefficients and dφ#ω = φ#dω.

Proof. (i) is trivial. (ii) follows from (4.17) and (4.37).

(iii). Since d2 = 0, we have

d(dφα1 ∧ · · · ∧ dφαk ) = 0,

consequently, for

ω =
∑

α∈I(k,N)

ωα(x)dx
α

we have
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dφ#ω =
∑

α∈I(k,N)

n∑
i=1

∂ωα(φ(u))

∂ui
dui ∧ dφα1 ∧ · · · ∧ dφαk + 0

=
∑

α∈I(k,N)

n∑
i=1

N∑
j=1

∂ωα

∂xj
(φ(u))

∂φj

∂ui
(u) dui ∧ dφα1 ∧ · · · ∧ dφαk

=
∑

α∈I(k,N)

N∑
j=1

∂ωα

∂xj
(φ(u)) dφj ∧ dφα1 ∧ · · · ∧ dφαk

= φ#(dω).

��

4.2.2 The area formula on submanifolds

In connection with the definition and the properties of the integral of a
differential k-form on a k-submanifold or, more generally, on the injective
image of a k-submanifold, the area formula or the change of variable for-
mula (that we discussed in [GM4] and will be proved in Theorem 5.100,
and that we restate for the reader’s convenience) plays an important role.

We recall that a nonempty set X ⊂ Rn is a k-dimensional submanifold
of Rn if X is locally diffeomorphic to an open set of Rk. More precisely,
X is a k-submanifold of Rn if for every point x ∈ X there exist an open
set Ωx ⊂ Rn, an open set Ux ⊂ Rk and a diffeomorphism ϕx : Ux →
Ωx ∩ X , see [GM4]. Of course, we may refine the open covering {Ωx}x∈X
to a denumerable subcovering, indeed a denumerable and locally finite
subcovering1. Consequently, we may associate to the system of local charts
a decomposition of unity {αi}
(i) 0 ≤ αi ≤ 1 ∀i,
(ii) αi ∈ C∞

c (Ωi),
(iii)

∑
i αi = 1 on X .

The k-submanifolds we have just defined are usually called subman-
ifolds without boundary; but since we shall not discuss manifolds with
boundary in details, we stick to with our submanifold notation.

a. The area formula

Let φ : U ⊂ Rk → Rn, n ≥ k, be a map of class C1 defined on the open set
U . Choose orthonormal coordinates in Rk and Rn and let (e1, e2, . . . , ek)
be the chosen basis in Rk. Set, for u ∈ U

J(Dφ(u)) := det(Dφ(u)TDφ(u))1/2 = |Λk(Dφ(u))(e1 ∧ e2 ∧ · · · ∧ ek)|
and

1 The claim is trivial if X is compact. For the general case, see e.g., M. Berger, B. Gaus-
tiaux, Géometrie différentielle: variétés, courbes et surfaces, Presses Universitaires
de France, Paris, 1992, p. 117.
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R :=
{
u ∈ U

∣∣∣ RankDφ(u) = k
}
=
{
u ∈ U

∣∣∣ J(Dφ(u)) �= 0
}
.

4.44 Theorem (Change of variable formula in Rn). Let f : U → R
be Lk-measurable. Then the following hold:

(i) The function

F (x) :=
∑
u∈R

φ(u)=x

f(u)

is Hk-measurable in Rn.
(ii) F is Hk-summable if and only if u �→ f(u)J(Dφ(u)) is summable in

U .
(iii) The change of variable formula holds:∫

U

f(u)J(Dφ(u)) du =

∫
φ(U)

F (x) dHk(x).

In particular, it follows that∫
U

g(φ(u))J(Dφ(u)) du =

∫
Rn

g(x) dHk(x) (4.38)

for everyHk-measurable function in RN , and, taking as g the characteristic
function of φ(U \R), we get that the set

φ(U \R) = φ
({

u ∈ U
∣∣∣J(Dφ(u)) = 0

})
is a null set.

b. The area formula on submanifolds

Let X ⊂ Rn be a k-submanifold of Rn, k ≤ n, and let φ : X → RN , N ≥ k,
be a map of class C1. Let ξ : X → ΛkRn be a Hk-measurable field of unit
k-vectors on X that spans TanxX for Hk-a.e. x. Introduce the Jacobian
of φ at x ∈ X

J(Dφ(x)) :=
∣∣∣ΛnDφ(x)(ξ(x))

∣∣∣
and consider the regular points of φ,

R :=
{
x ∈ X

∣∣∣J(Dφ(x)) �= 0
}
,

and for v : X → R set

V (y) :=
∑
x∈R

φ(x)=y

v(x), y ∈ RN .
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4.45 Theorem (Change of variables formula). Let v : X → R be a
Hk-measurable function. Then V is Hk-measurable in RN and V is Hk-
summable if and only if x �→ v(x)|ΛnDφ(x)(ξ(x))| is Hk-summable in X .
Moreover, ∫

X
v(x)J(Dφ(x)) dHk (x) =

∫
φ(X )

V (y) dHk(y). (4.39)

Proof. The claim follows from Theorem 4.44. using local coordinates and a partition of
unity.

Choose a locally finite open cover {Ωi}, open sets Ui ⊂ Rk and diffeomorphisms
ϕi : Ui → Ωi ∩ X . Choose an orthonormal basis (e1, e2, . . . , ek) in each Ui and let
ψi := φ ◦ ϕi : Ui → RN . Then

ΛkDϕi(u)(e1 ∧ e2 ∧ · · · ∧ ek) = λ(u)ξ(x),

ΛkDψi(u)(e1 ∧ e2 ∧ · · · ∧ ek) = ΛkDφ(x)(λ(u)ξ(x)),

where x := ϕi(u), hence

J(Dψi(u)) = |ΛkDψi(u)(e1 ∧ e2 ∧ · · · ∧ ek)|
= |ΛkDφ(x)(ξ(x))| |Λk(Dϕi(u)(e1 ∧ e2 ∧ · · · ∧ ek)|
= J(Dφ(x)) J(Dϕi(u)).

(4.40)

Let vi(x) := αi(x)v(x) and

Vi(y) =
∑
x∈R

φ(x)=y

vi(x) =
∑
u∈Ri

ψ(u)=y

vi(ϕi(u))

where Ri := ϕ−1
i (R). The area formula (4.38) applied to the maps vi(x)J(Dφ(x))

and Vi(x) yields that vi(ϕi(u))J(Dφ(ϕi(u)))J(Dϕi(u)) is Lk-measurable if and only if
vi(x)J(Dφ(x)) is Hk-measurable if and only if Vi is Hk-measurable and∫

Ui

vi(ϕi(u))J(Dφ(ϕi(u)))J(Dϕi(u)) dLk(u) =

∫
Ωi∩X

vi(x)J(Dφ(x)) dHk(x),

(4.41)
and ∫

Ui

vi(ϕi(u))J(Dψi(u)) dLk(u) =

∫
RN

Vi(y) dHk(y), (4.42)

hence, because of (4.40)∫
Ωi∩X

vi(x)J(Dφ(x)) dHk(x) =

∫
RN

Vi(y) dHk(y).

Summing on i, the claim follows. ��

As a consequence of the area formula, we get a Sard-type theorem, see
Theorem 5.55 of [GM4]: The image of the set of nonregular points of a C1

map defined on a C1 k-submanifold of Rn is a null set :

Hk(φ(X \R)) = 0.
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4.2.3 The oriented integral

In this subsection we introduce the oriented integral of a differential k-
form over suitable k-dimensional sets of Rn, k ≤ n, such as oriented
(sub)manifolds and C1 injective images of oriented manifolds.

Essentially, the oriented integral of a k-form is defined once we are
given

(i) an Hk-measurable set S ⊂ Rn,
(ii) a field ξ : S → ΛkRn of Hk-measurable k-vectors with |ξ(x)| = 1 for

Hk a.e. x ∈ S.

Indeed, if ω is a k-form with Hk-summable coefficients on S,
∫
S
|ω| dHk <

+∞, then the integral of ω over S in the direction ξ is

τ(S, ξ)(ω) :=

∫
S

< ω(x), ξ(x) > dHk(x).

Of course, the integral depends on the chosen direction field. Sometimes
the ambiguous notation∫

S

ω := τ(S, ξ)(ω) =

∫
S

< ω(x), ξ(x) > dHk(x) (4.43)

is used specifying the direction field in the context in which the notation
appears. As stated, ω is summable on S if∫

S

|ω(x)| dHk(x) < +∞;

we say that it is summable on S along ξ if∫
S

| < ω(x), ξ(x) > | dHk(x) < +∞,

i.e., if the component of ω in the direction ξ is summable on S. Notice the
following:

(i) We have

| < ω(x), ξ(x) > | ≤ |ω(x)| |ξ(x)| ≤ |ω(x)| ∀x ∈ S,

hence ∫
S

| < ω(x), ξ(x) > | dHk(x) ≤
∫
S

|ω(x)| dHs(x),

i.e., ω is Hk-summable on S along any direction if the coefficients of
ω are summable on S.

(ii) Every continuous k-form ω on an open set U is bounded on S if
S ⊂⊂ U and bounded, and Hk-summable on S if S ⊂⊂ U and
Hk(S) < +∞.

Let us discuss some interesting cases of the natural and tacitly under-
stood choice of the direction field ξ.
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a. Oriented open sets in Rk

Consider Rk oriented by an orthonormal basis (e1, e2, . . . , ek). Choose the
constant n-vector

e1 ∧ e2 ∧ · · · ∧ ek.

Since Lk = Hk, see Theorem 6.75, (4.43) defines the oriented integral over
an Lk-measurable set U ⊂ Rk of a k-form as∫

U

ω :=

∫
U

< ω(x), e1 ∧ e2 ∧ · · · ∧ ek > dLk(x).

Of course, the symbol
∫
U
ω is ambiguous since its value depends on the

orientation of Rk.

b. Oriented k-submanifolds of Rn

4.46 Definition. A k-submanifold X of Rn is said to be orientable if there
is a continuous field ξ : X → ΛkRn of unit k-vectors such that ξ(x) orients
Tanx X ∀x ∈ X , i.e., ξ(x) is simple, |ξ(x)| = 1 and Span(ξ(x)) = TanxX
∀x ∈ X . We say that ξ : X → ΛkR

n orients X .

We notice the following:

(i) If Rn is oriented by an orthonormal basis (e1, e2, . . . , en), then every
open set Ω ⊂ Rn is a n-submanifold of Rn oriented by e1∧e2∧· · ·∧en.

(ii) If X is orientable and connected, there are exactly two possible ori-
entations of X , one opposite the other.

(iii) There exist nonorientable submanifolds, as for instance, the Möbius
strip.

Let X be a k-submanifold of class C1 oriented by ξ : X → ΛkR
n. Since

X is a denumerable union of compacts, X is Hk-measurable. Therefore,
(4.43) defines the oriented integral of a k-form ω with summable coefficients
over an oriented k-submanifold X oriented by ξ as∫

X
ω :=

∫
X
< ω(x), ξ(x) > dHk(x).

Notice the ambiguity of the symbol
∫
X ω that does not specify the depen-

dence on the orienting field ξ on X .

c. Admissible open sets

Recall, see Chapter 2 of [GM4], that a bounded open set Ω ⊂ Rn is said
to be admissible if its boundary is Hn−1-measurable with finite Hn−1-
measure and decomposes as ∂Ω = R∪N , where R is a (n−1)-submanifold
and N is a closed set with Hn−1(N) = 0.

We now define an “orientation” on ∂Ω. First, recall that if R �= ∅,
we may consider the field of exterior unit normal vectors to Ω νR(x) at
x ∈ R and notice that νR(x) is continuous on R and Hn−1-measurable.
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Moreover, such a field is in fact uniquely defined Hn−1-a.e. on ∂Ω. In fact,
if ∂Ω = R ∪N = R1 ∪N1 with Hn−1(N) = Hn−1(N1) = 0 and R and R1

being submanifolds of Rn, then νR(x) = νR1(x) for all x ∈ R ∩ R1 since
R∩R1 is open both in R and R1 and Hn−1(∂Ω\R∩R1) = 0. Therefore, the
orientation of Ω uniquely defines the field of exterior unit normal vectors
to ∂Ω,

νΩ(x) := νR(x) Hn−1 a.e. x ∈ ∂Ω. (4.44)

Now, if ∗ is the Hodge operator associated to the orientation of Rn,
again (4.43) allows us to define the oriented (by the exterior normal) in-
tegral of an (n− 1)-form with summable coefficients on ∂Ω,∫

∂Ω

ω :=

∫
∂Ω

< ω(x), ∗νΩ(x) > dHn−1(x),

where νΩ is given by (4.44). Of course, the symbol
∫
∂Ω ω depends only on

ω, ∂Ω and implicitly on the orientation of Rn.

4.47 . Let us compute in local coordinates the oriented integral of an
(n−1)-form on the boundary of an admissible domain. Let (e1, e2, . . . , en)
be an orthonormal basis that orients Rn. If ν(x) =

∑n
i=1 ν

iei is the exterior

vector field and ω :=
∑n

i=1(−1)i−1ωi(x)d̂xi, 2 we have

∗ν =

n∑
i=1

(−1)i−1νi(x)êi, ∗ω =

n∑
i=1

(−1)n−iωi(x)dx
i

and ∗ ∗ ν = (−1)1(n−1) = (−1)n−1. Therefore, we compute∫
∂Ω

ω : =

∫
∂Ω

< ω(x), ∗ν(x) > dHn−1(x) (4.45)

=

∫
∂Ω

< ∗ω(x), ∗(∗ν(x)) > dHn−1(x)

=

∫
∂Ω

n∑
i=1

ωi(x)ν
i(x) dHn−1(x). (4.46)

d. Immersions and C1 images of an open set

Let ϕ : U ⊂ Rk → Rn, n ≥ k, be an injective map of class C1, U open.
Fix an orientation on U by choosing a basis (e1, e2, . . . , ek) in Rk.

Since U is the denumerable union of compact sets, ϕ(U) is Hk-
measurable.

We now define an orientation on φ(U) as follows. Let Rn be oriented
by the choice of a basis, and let Dϕ(u) be the Jacobian matrix of ϕ at
u ∈ U and

2 d̂xi = dxi and êi = ei.
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Figure 4.3. Two pages from two papers by Erich Kähler (1906–2000).

J(Dϕ(u)) = (det(Dϕ(u)TDϕ(u)))1/2.

We have J(Dϕ)(u) �= 0 if and only if RankDϕ(u) = k and

|J(Dϕ(x))| = det(Dϕ(x)TDϕ(x))

= |Dϕ(e1) ∧ · · · ∧Dϕ(ek)|2
= |Λk(Dϕ(x))(e1 ∧ e2 ∧ · · · ∧ en)|2.

(4.47)

Now, we set

R :=
{
u ∈ U

∣∣∣ RankDϕ(u) = k
}
,

so that ϕ|R is an injective immersion. Then ϕ|R is a local homeomorphism,

ϕ−1 : ϕ(R) → R is continuous, and ϕ(R) has a tangent plane Tanx ϕ(R)
at every x ∈ ϕ(R) defined as

Tanx ϕ(R) := ImDϕ(u), u = ϕ−1(x),

of dimension k. The field α : ϕ(R) → ΛkRn,

α(x) := Λk(Dϕ(u))(e1 ∧ e2 ∧ · · · ∧ ek) =
∂ϕ

∂u1
(u) ∧ · · · ∧ ∂ϕ

∂uk
(u),

is nonzero, continuous and simple and Span(α(x)) = Tanx ϕ(R) since the
vectors

∂ϕ

∂u1
(u),

∂ϕ

∂u2
(u), . . . ,

∂ϕ

∂uk
(u)

form a basis of ImDϕ(u). Consequently, the field of k-vectors



4.2 Integration of Differential k-Forms 243

ξ(x) :=
α(x)

|α(x)| (4.48)

orients Tanx ϕ(R). Notice that ξ depends on the chosen orientation of Rk.
On the other hand, from the Sard type theorem, see Theorem 5.55 of

[GM4], (or from the area formula that implies it, compare Chapter 2 of
[GM4] and Theorem 4.44), we infer

Hk(ϕ(U) \ ϕ(R)) = Hk(ϕ(U \R)) = 0.

Therefore, ξ is Hk-measurable and Hk-a.e. defined on ϕ(U): ξ is by defi-
nition the orientation on ϕ(U) induced by U .

Then, again by means of (4.43), we define the oriented integral over
ϕ(U) oriented by the orientation induced by U of a Hk-summable k-form
ω as ∫

ϕ(U)

ω :=

∫
ϕ(U)

< ω(x), ξ(x) > dHk(x), (4.49)

where ξ is given by (4.48). Notice that the integral depends on the orien-
tation of U .

e. C1 images of oriented submanifolds

Let Ω be an open set of Rn and φ : Ω → RN be an injective map of class
C1; also, let k ≤ min(n,N) and

S = X ∪N ⊂⊂ Ω,

where X is a k-submanifold of Rn oriented by a continuous field η : X →
ΛkRn of k-vectors and Hk(N ) = 0. Examples of S are given by open sets
of Rn for k = n and boundaries of admissible open sets for k = n− 1.

SinceHk(N ) = 0, the unit n-vector field η that orients X is defined Hk-
a.e. on S and is Hk-measurable. Moreover, we may think of η as the unit
vector that orients S since it does not depend on the decomposition of S for
Hk-a.e x ∈ S. In fact, if S = X1∪N1 = X2∪N2 withHk(N1) = Hk(N2) = 0
and X1 and X2 are k-submanifolds of Rn oriented in such a way that X1

and X2 have the same orientation on X1 ∩X2, then Hk(S \ (X1 ∩X2)) = 0.
Since φ maps compact sets into compact sets and Hk-null sets into

Hk-null sets, φ(S) is Hk-measurable and Hk(φ(N )) = 0.
We now define an orientation on φ(S) as follows. Introduce the tangen-

tial Jacobian to X at u ∈ X ,

J(Dφ(u)) := |Λk(Dφ(u))(η(u))|,
and consider the regular values of φ,

R :=
{
u ∈ X

∣∣∣J(Dφ(u)) �= 0
}
.

For each u ∈ X , choose an orthonormal basis (v1, v2, . . . , vk) of Tanu X
that orients Tanu X as η, i.e., η(u) = v1 ∧ v2 ∧ · · · ∧ vk. Then for x = ϕ(u)
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α(x) := Λk(Dφ(u))(η(u)) =
∂φ

∂v1
∧ · · · ∧ ∂φ

∂vk
(u)

is nonzero if and only if u ∈ R; consequently,

ξ(x) :=
α(x)

|α(x)| (4.50)

orients Tanx φ(R) ∀x ∈ φ(R). Furthermore, the unit field x → ξ(x) is
continuous on φ(R), in fact, the map x �→ u := φ−1(u) is continuous in
φ(R) since φ is continuous and injective in the compact set S ⊃ R. In
particular, ξ(x) is Hk-measurable.

Finally, Theorem 4.45 implies the Sard-type property

Hk(φ(S) \ φ(R)) = Hk(φ(X \R)) = 0.

Therefore, the field ξ in (4.50) is well-defined Hk-a.e. on φ(S). It is referred
to as the orientation on φ(S) induced by the orientation on S.

Again, by means of (4.43), we define the oriented integral of a differen-
tial k-form with summable coefficients on φ(S) oriented by the orientation
induced by the orientation of S as∫

φ(S)

ω :=

∫
φ(S)

< ω(x), ξ(x) > dHk(x),

where for Hk-a.e. x, ξ(x) is defined by (4.50). As previously, the symbol∫
φ(S) ω is ambiguous since it does not explicitly show the dependence on

the orientation of X .

4.2.4 Integration and pull-back

A rewriting of the area formula yields also the interplay of integration and
pull-back of differential forms.

4.48 Proposition. Let U be an oriented open set of Rk, φ : U → Rn be
an injective C1 map and let φ(U) be oriented by the orientation induced by
the orientation of U . Then for every differential k-form that is summable
on φ(U), the pull-back φ#ω is summable in U and∫

φ(U)

ω =

∫
U

φ#ω.

Proof. Let (e1, e2, . . . , ek) be a basis that orients Rk, α(u) := Λk(Dφ(u))(e1 ∧ e2 ∧
· · · ∧ ek), and J(Dφ(u)) = |α(u)| and

R :=
{
u ∈ U

∣∣∣ J(Dφ(u)) �= 0
}
.
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Then ξ(y) =
α(u)
|α(u)| , u = φ−1(y) ∈ R, is the induced orientation on φ(S). By applying

the area formula to

f(u) :=

⎧⎨⎩< ω(φ(u)),
α(u)
|α(u)| > if u ∈ R,

0 otherwise

we find the following:

(i) If ω isHk-summable on φ(U), then ω(φ(u))J(Dφ(u)) isHk-summable in U ; hence
φ#ω is summable as

|φ#(u)| = |Λk(Dφ(u))ω(φ(u))| ≤ J(Dφ(u)) |ω(φ(u))|.
(ii) Since

< φ#ω(u), e1 ∧ e2 ∧ · · · ∧ ek > =< Λk(Dφ(u))(ω(φ(u))), e1 ∧ e2 ∧ · · · ∧ ek >

=< ω(φ(u)), α(u) >,

we deduce that φ#ω(u) = 0 if u /∈ R and∫
U
φ#ω =

∫
U

< φ#ω(u), e1 ∧ e2 ∧ · · · ∧ ek > du =

∫
R

< ω(φ(u)), α(u) > du

=

∫
R

< ω(φ(u)),
α(u)

|α(u)| > J(Dφ(u)) du

=

∫
φ(U)

< ω(y), ξ(y) > dHk(y) =

∫
φ(U)

ω.

��

Similarly, using the change of variable formula on submanifolds, we get
the following theorem.

4.49 Theorem. Let Ω be an open set of Rn and φ : Ω → RN be a C1

map. Suppose that S ⊂⊂ Ω is such that S := X ∪N where Hk(N ) = 0 and
X is an oriented k-submanifold of Rn. Assume that φ(S) has the induced
orientation. Then for every Hk-summable k-form ω on φ(S), φ#ω is Hk-
summable on S and ∫

φ(S)

ω =

∫
S
φ#ω.

4.50 ¶. A differential k-form ω defined in Rn \ {0} is said to be radial if R#ω = ω for
every orthogonal R with detR = 1. Show the following:

(i) A 1-form is radial if and only if ω(x) = f(r) dr, r = |x|, i.e., if and only if ω is
the pull-back of a 1-form on R+ by means of the map x → |x|.

(ii) ω is radial if and only if ∗ω is radial.
(iii) A (n− 1)-form is radial if and only if it has the form

ω = f(|x|)
n∑

i=1

(−1)i−1xid̂xi. (4.51)

[Hint. (i) Let ω :=
∑n

i=1 ωi(x) dxi in Rn \ {0}. Notice that ω is radial if and only if for
the field Ω := (ωi(x)), we have Ω(Rx) = RΩ(x) ∀x for all matrices R with detR = 1.
Infer that Ω(x) •x = f(|x|) and that the derivatives of Ω in the tangential directions to
the unit sphere vanish, concluding that ω = f(r) dr. Conversely, if ω = f(r) dr, compute
R#ω using for instance Laplace’s formulas for the determinant.]
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4.51 Example (Volume form on Sn−1 ⊂ Rn). Let ω be the (n−1)-form in Rn\{0}
defined by

ω(x) :=
n∑

i=1

(−1)i−1 xi

|x|n d̂xi.

Show that

(i) dω = 0 in Rn \ {0},
(ii)

∫
Sn−1 ω = Hn−1(Sn−1),

(iii) if π(x) := x/|x| is the retraction on Sn−1, then π#ω = ω in Rn \ {0}.
[Hint. In fact, (i) follows by computing

dω =
n∑

i=1

Di

( xi

|x|n
)
dx1 ∧ · · · ∧ dxn = 0.

Moreover, the (n − 1)-vector that orients Sn−1 at x ∈ Sn−1 is ξ(x) := ∗x. Therefore,
see (4.46),

< ω(x), ξ(x) >=<
n∑

i=1

xidxi,
n∑

i=1

xiei >= |x|2 = 1,

hence ∫
Sn−1

ω =

∫
Sn−1

< ω, ξ > dHn−1 = Hn−1(Sn−1),

i.e. (ii).

In order to prove (iii), notice that ω is radial, see Exercise 4.50. Then, since the retrac-
tion π on Sn−1 commutes with the rotations, infer that π#(∗ω) is also radial and, by
Exercise 4.50, that

π#(∗ω) = f(r)

rn

n∑
i=1

(−1)i−1xid̂xi.

Differentiating,

0 = π#dω = d(π#ω) =
n∑

i=1

Di

(f(r)
rn

xi
)
dx1 ∧ · · · ∧ dxn =

f ′(r)
rn−1

dx1 ∧ · · · ∧ dxn

from which f ′(r) = 0 ∀r, i.e., f(r) = C or, equivalently, π#ω = C ω. Finally, since π is
the identity on Sn−1, conclude that C = 1.]

4.52 . Wemay compute the integral of a differential k-form on X by means
of local coordinates. In order to do so, we choose a locally finite open cover
{Ωi}, open sets Ui ⊂ Rk and diffeomorphisms ϕi : Ui → Ωi ∩ X . Choose
on each Ui the orientation ξ induced by X ∩Ωi and let {αi} be a partition
of unity relative to the covering {Ωi}. From Proposition 4.48 we infer that
every Hk-summable differential k-form on X∫

X
ω =

∑
i

∫
X
αiω =

∑
i

∫
Ωi∩X

αiω =
∑
i

∫
Ui

ϕ#
i (αiω). (4.52)
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4.3 Stokes’s Theorem

4.3.1 The theorem

Stokes’s theorem is the version of the fundamental theorem of calculus for
differential forms.

4.53 Theorem (Stokes, I). Let U be an admissible (in particular, U is
bounded and Hn−1(∂U) < ∞) open set of Rk (thought as oriented by Rk).
and let ∂U be the boundary of U oriented by the exterior normal vector to
U and the orientation of Rk. Then∫

U

dω =

∫
∂U

ω (4.53)

for every (k−1)-form of class C1 in an open neighborhood of U . Moreover,
if φ : U → RN is an injective map of class C1 in a neighborhood of
U , and the images φ(U) and φ(∂U) take the orientations induced by the
orientations of U and ∂U , respectively, then∫

φ(U)

dω =

∫
∂φ(U)

ω (4.54)

for any (k − 1)-form ω of class C1 in a neighborhood of φ(U).

Proof. Let (e1, e2, . . . , ek) be an orthonormal basis in Rk so that ξ := e1 ∧ e2∧ · · ·∧ ek
is the orientation of Rk and let ν = (ν1, ν2, . . . , νk) be the exterior unit normal field

to ∂U . Every (n − 1)-form on U writes as ω =
∑k

i=1(−1)i−1ωid̂xi where ωi ∈ C1(U ),
hence, see (4.46), ∫

∂U
ω =

∫
∂U

k∑
i=1

ωiν
i dHn−1.

On the other hand,∫
U
dω =

∫
U

< dω, e1 ∧ e2 ∧ · · · ∧ ek > dLk

=

∫
U

n∑
i=1

∂ωi

∂xi
< dx1 ∧ · · · ∧ dxk, e1 ∧ e2 ∧ · · · ∧ ek > dx

=

∫
U

n∑
i=1

∂ωi

∂xi
dx.

Claim (4.53) then follows, or rather is equivalent to the Gauss-Green formulas.

Let us prove (4.54). If φ is of class C2 in an open neighborhood of φ(U), then φ#ω
is of class C1 in an open neighborhood of U and d(φ#ω) = φ#(dω); (4.53) then yields∫

U
φ#dω =

∫
U
d(φ#ω) =

∫
∂U

φ#ω. (4.55)

If φ is only of class C1, we proceed by approximation. Let {φε}, φε : Rk → RN ,
be a family of mollifying of φ converging to φ in C1 norm. Since the pull-back involves
only the first derivatives of φ, we have
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φ#
ε ω → φ#ω, φ#

ε dω → φ#dω

uniformly on U . If we now write (4.55) for φε and pass to the limit as ε → 0, we conclude
that (4.55) holds for φ.

Finally, ω is Hk-summable on φ(U) and dω is Hk−1-summable on φ(∂U) since φ(U)
and φ(∂U) are bounded and of finite measure. Thus, Theorem 4.49 and (4.55) then yield∫

φ(U)
dω =

∫
U
φ#(dω) =

∫
∂U

φ#ω =

∫
∂φ(U)

ω.

��

4.54 Theorem (Stokes, II). Let X be a compact and oriented k-sub-
manifold of class C1 in RN with Hk(X ) < ∞. For every (k − 1)-form ω
of class C1 in an open neighborhood of X we have∫

X
dω = 0. (4.56)

Moreover, if φ : X → RN is of class C1, then for every (n− 1)-form η of
class C1 in a neighborhood of φ(X ), we have∫

φ(X )

dη = 0.

Proof. Let A be an open bounded set containing X and on which ω is of class C1. Let
{Ωi} be a finite covering of X with open connected sets Ωi ⊂ A, and for every i, let Bi

be a ball in Rk and let ϕi : Bi ⊂ Rn → Ωi ∩X be a diffeomorphism. We orient each Bi

in such a way that the induced orientation on X ∩Ωi is the orientation of X . Let {αi} be
a partition of unity associated to {Ωi}. Then

∑
i αi = 1, hence

∑
i dαi = d(

∑
i αi) = 0

in X . Consequently, ∑
i

αidω =
∑
i

d(αiω) in X .

By integration ∫
X

dω =

∫
X

∑
i

αidω =

∫
X

∑
i

d(αiω)

and, since the {αi} are finitely many, from (4.54) we infer∫
X

dω =

∫
X

∑
i

d(αiω) =
∑
i

∫
X

d(αiω) =
∑
i

∫
ϕi(Bi)

d(αiω) =
∑
i

∫
∂ϕi(Bi)

αiω = 0,

each αi vanishing near the boundary ∂(Ωi ∩ X ) = ∂ϕi(Bi).
If φ is of class C2 in an open neighborhood of X , then φ#η is of class C1 in an

open neighborhood of X and φ#(dη) = d(φ#η). Consequently, from (4.56) we have∫
X

φ#(dη) =

∫
X

d(φ#ω) = 0. (4.57)

If φ is only of class C1, we proceed by approximation as in the proof of Theorem 4.53
to get (4.57). The claim then follows from (4.57) and Theorem 4.49. ��
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4.3.2 Some applications

a. Piola’s identities

Let A ∈ Mn,n(R) be a matrix; for i, j = 1, . . . , n denote by M(A)i
j
the

determinant of the submatrix of A obtained by deleting row i and column
j. We arrange them in a matrix, the matrix of cofactors cof(A) defined by

cof(A)ij := (−1)i+jM(A)j
i

so that Laplace’s formulas read as

A cof(A) = detA Id.

4.55 Proposition (Piola’s identities). Let Ω be an open set in Rn and
let f : Ω → Rn be a map of class C1(Ω). Then ∀i = 1, . . . , n

n∑
j=1

Dj(cofDf)ji = 0 in Ω.

Proof. Let (e1, e2, . . . , en) be an orthonormal basis in Rn. Reordering the components
of f = (f1, . . . , fn) we may assume i = 1. An integration by parts yields for all ϕ ∈
C∞

c (Ω),

−
∫
Ω

n∑
j=1

Dj(cof Df)j1ϕdx =

∫
Ω

n∑
j=1

(cof Df)j1Djϕdx =

∫
Ω

n∑
j=1

A1
j cof(A)j1 dx

=

∫
Ω
detA dx

=

∫
Ω

< detA dx1 ∧ · · · ∧ dxn, e1 ∧ e2 ∧ · · · ∧ en > dx

where

A =

⎛⎜⎜⎜⎝
Dϕ

Df2

. . .

Dfn

⎞⎟⎟⎟⎠ .

On the other hand,

detA dx1 ∧ · · · ∧ dxn = dϕ ∧ df2 ∧ · · · ∧ dfn = d(ϕ ∧ df2 ∧ · · · ∧ dfn),

hence by Stokes’s theorem∫
Ω

< detA dx1 ∧ · · · ∧ dxn, e1 ∧ e2 ∧ · · · ∧ en > dx =

∫
∂Ω

ϕ ∧ df2 ∧ · · · ∧ dfn = 0.

Consequently, ∫
Ω

n∑
j=1

Dj(cof Df)j1ϕdx = 0

and the claim follows since ϕ ∈ C∞
c (Ω) is arbitrary. ��
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b. Brouwer’s fixed point theorem

We discussed Brouwer’s fixed point theorem in [GM3]. Here we deduce it
(in one of its equivalent forms) from Stokes’s theorem.

4.56 Theorem. There is no continuous map f : B(0, 1) ⊂ Rn → ∂B(0, 1)
such that f(x) = x ∀x ∈ ∂B(0, 1).

Proof. Suppose to the contrary that there is such a map f . Smoothing the continuous
function

f̂(x) :=

⎧⎨⎩(1− ε)f
(

x
1−ε

)
if |x| ≤ 1− ε,

x if |x| > 1− ε,
ε > 0,

we find then a function g : B(0, 2) → ∂B(0, 1) of class C∞ such that g(x) = x on

∂B(0, 1). The vectors ∂g
∂x1 (x), . . . ,

∂g
∂xn (x) are linearly dependent since they belong to

Tang(x) ∂B(0, 1) that is (n−1)-dimensional. Consequently, ΛnDg(x)) = 0 and g#η = 0

for all n-forms η. Let ω(x) =
∑n

i=1(−1)i−1 xi

|x|n d̂xi be the volume (n − 1)-form on

∂B(0, 1), From Example 4.51 and Stokes’s theorem we then have

0 �= Hn−1(∂B(0, 1)) =

∫
∂B(0,1)

ω =

∫
∂B(0,1)

g#ω =

∫
B(0,1)

d(g#ω)

=

∫
B(0,1)

g#(dω) =

∫
B(0,1)

0 dx = 0,

a contradiction. ��

c. Brouwer’s degree

Let X and Y be two connected and oriented submanifolds of RN and let
f : X → Y be a map of classC1. Let ξ and η be the orientations ofX and Y,
respectively, let α(x) := ΛnDf(x)(ξ(x)), and let R := {x ∈ X |α(x) �= 0}
be the set of regular points of f . Then, as we saw in Section 4.2.3, for all
x ∈ R

ζ(x) :=
α(x)

|α(x)|
orients Tanf(x) f(R). Since Tanf(x) f(R) = Tanf(x) Y, we then infer

ζ(x) = ε(x) η(f(x)) with ε(x) = ±1.

4.57 Definition. With the previous notations, the degree of the map f
at y ∈ Y is the integer

deg(f, y) : = #
{
x ∈ R

∣∣∣ f(x) = y, α(x) = η(f(x))
}

−#
{
x ∈ R

∣∣∣ f(x) = y, α(x) = −η(f(x))
}

=
∑
x∈R

f(x)=y

ε(x).

(4.58)
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In other words, we count the inverse images x of y in R with sign +1 if
Df(x) preserves the orientation of Y and −1 if Df(x) reverses the orien-
tation of Y.

It is readily seen that

(i) deg(f, y) is integer, zero outside f(R),
(ii) deg(f, y) = +1 on f(R) if f is injective and the orientation of f(R)

induced by the orientation of X is that of Y.

4.58 Proposition. The function y �→ deg(f, y) is Hk-measurable. More-
over, for every n-form ω on Y of class C1, the map y �→ deg(f, y)ω(y) is
Hk-summable on Y if and only if x �→< f#ω(x), ξ(x) > is summable on
X and ∫

X
f#ω =

∫
Y
deg(f, y)ω(y). (4.59)

Proof. Set

v(x) =

⎧⎨⎩< ω(f(x)), ζ(x) > if x ∈ R,

0 otherwise.

We have

< f#ω(x), ξ(x) >=< ω(f(x)), α(x) >= v(x)|Λn(Df(x))(ξ(x))| ∀x ∈ R

and for all y ∈ f(R)

V (y) =
∑

f(x)=y
x∈R

v(x) =
∑
x∈R

f(x)=y

< ω(f(x)), α(x) >

=
〈
ω(y),

∑
x∈R

f(x)=y

ε(x)η(y)
〉
= deg(f, y) < ω(y), η(y) > .

The claim is then a trivial application of Theorem 4.45 since∫
X

< f#ω(x), ξ(x) > dHk(x) =

∫
X

f#ω,

and ∫
Y
V (y) dHk(y) =

∫
Y
deg(f, y)ω(y).

��

4.59 Theorem (Brouwer’s degree). Let X and Y be two oriented, con-
nected and compact n-submanifolds of RN . Let f : X → Y be of class C1.
Then y �→ deg(f, y) is constant Hn-a.e. y ∈ Y. In other words, there exists
an integer deg(f) ∈ Z such that for every summable n-form in Y we have∫

X
f#ω = deg(f)

∫
Y
ω. (4.60)
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Proof. It suffices to prove that deg(f, y) is locally constant for Hk-a.e. y ∈ Y . Since
Y is connected and deg(f, y) is an integer, it follows that deg(f, y) is constant. Then
(4.60) follows from (4.59).

Let ϕ : U → Ω be a diffeomorphism from an open set U ⊂ Rn onto a local chart Ω
of Y and choose in U an orthonormal basis so that the induced orientation on Y is the
one of Y . By choosing a continuous n-form in Y that is nonzero in Ω, the area formula
yields that deg(f, y) is locally summable in Ω. If g(z) := deg(f, ϕ(z)), z ∈ U , then g is
locally summable in U .

For all φ ∈ C2
c (U) and 1 ≤ i ≤ n, we consider the (n−1)-form η := φ(z)(−1)i−1 d̂zi

and using (4.59) and Stokes’s theorem, we compute∫
U
g(z)Diφ(z) dz =

∫
U
g dη =

∫
Ω
(ϕ−1)#(g dη) =

∫
Y
deg(f, y)(ϕ−1)#(dη)

=

∫
X

f#(ϕ−1)#(dη) =

∫
X
(ϕ−1 ◦ f)#(dη)

=

∫
X

d((ϕ−1 ◦ f)#η) = 0.

From the DuBois-Reymond lemma, Lemma 1.52, we then infer that g(y) is constant in
U , hence deg(f, y) is constant in Ω. ��

The integer deg(f) defined by (4.58) and satisfying (4.60) is called the
degree of the map f : X → Y. Of course, it depends on X and Y and its
sign depends on the chosen orientations of X and Y.

We list some trivial consequences of (4.60) keeping the previous nota-
tions.

(i) If deg(f) �= 0, then the set of regular values of f has zero measure in
Y, i.e., Hn(Y \ f(R)) = 0.

(ii) If deg(f) �= 0 and R = X , then for all y ∈ Y the equation f(x) = y
has at least a solution x ∈ X .

Moreover, see Proposition 4.79, the degree of two homotopic maps is
the same.

When X = Y = ∂B(0, 1) ⊂ Rn, the degree of f is simply Brouwer’s
degree, compare [GM3], for which we have, for instance, the following:

(i) Two maps from a sphere into itself are homotopic if and only if they
have the same degree.

(ii) f : Sn → Sn has a continuous extension to all of B(0, 1) ⊂ Rn+1 if
and only if deg(f) = 0.

d. Gauss-Bonnet’s theorem

Let X be a 2-dimensional submanifold in R3 and ν : X → R3 denote the
field of unit normal vectors that orients X . Since |ν| = 1, ν takes values in
S2 = {y | |y| = 1} and the map ν : X → S2 that orients X takes the name
of Gauss map. Since |ν(x)| = 1 ∀x, for every tangent direction a ∈ TanxX
we find

3∑
i=1

∂ν

∂a
(x) •ν(x) = 0 ∀x ∈ X ,
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i.e., ∂ν
∂a (x) ∈ Tanν(x) S

2. Since +ν(x) ∈ Λ2 Tanν(x) S
2,

Λ2(Dν(x))(∗ν(x)) = k(x) ∗ ν(x).
The proportionality factor k(x) is called the Gaussian curvature of X at
x.

If ω denotes the volume 2-form of S2,we have < ω(ν(x)), ∗ν(x) >= 1,
hence

< ν#(ω)(x), ∗ν(x) > =< ω(ν(x)),Λ2(Dν(x))(∗ν(x)) >
=< ω(ν(x)), k(x) ∗ ν(x) >
= k(x).

From the constancy of the degree, we then infer the following theorem.

4.60 Theorem (Gauss–Bonnet). The integral of the Gaussian curva-
ture is an integer multiple of 4π, more precisely, 4π times the degree of the
Gauss map,

1

4π

∫
X
k(x) dH2(x) = deg(ν).

Proof. In fact, from the above,∫
X

k(x) dH2(x) =

∫
X

< ν#(ω)(x), ∗ν(x) > dH2(x) =

∫
X

ν#ω

= deg(ν)

∫
S2

ω = 4π deg(ν).

��

e. Linking number

Let X and Y be two boundaryless, compact and nonintersecting oriented
submanifolds in Rn of dimension k and n − k − 1, respectively (for in-
stance, two regular, closed curves without intersections in R3). Consider
the product submanifold X × Y ⊂ R2n oriented by ξ(x) ∧ η(y), where ξ
and η are the fields of k-vectors and (n−k− 1)-vectors that orients X and
Y, respectively, and the map f : X × Y → Sn−1 given by

f(x, y) :=
y − x

|y − x| .

The map f is smooth in a neighborhood of X ×Y and its degree is called
the linking number of X and Y and is denoted by

link(X ,Y) := deg(f).

It follows from (4.60) that

link(X ,Y) = 1

Hn−1(Sn−1)

∫
X×Y

f#(ω)
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y = (0, 1, 1)

x = (0, 1, 0)

Figure 4.4. Linking of two curves in R3.

where ω is the volume (n − 1)-form of Sn−1. Notice that the pointwise
definition of the degree in (4.58) yields an explicit formula for computing
the linking number.

4.61 Example. Compute the linking number of the two curves in R3:

γ(t) := (cos t, sin t, 0), t ∈ [0, 2π], δ(s) := (0, 1 + cos s, sin s), s ∈ [0, 2π].

Let X and Y be the trajectories oriented by the direction of movement. We need
to compute the degree of the map f : X ×Y ⊂ R3 ×R3 → S2 ⊂ R3 given by f(x, y) :=
y−x
|y−x| . In order to do it, we use (4.58).

Consider the point (0, 0, 1)T ∈ S2 ⊂ R3 whose unit normal vector that yields the
standard orientation of S2 is (0, 0, 1)T .

Step 1. First, we look for points (x, y) ∈ R3 × R3 such that

x ∈ X , y ∈ Y and
y − x

|y − x| =

⎛⎜⎝0

0

1

⎞⎟⎠ .

We need to find t, s ∈ [0, 2π[ such that δ(s) − γ(t) = (0, 0, λ)T with λ > 0, i.e.,⎛⎜⎝ − cos t

1 + cos s− sin t

sin s

⎞⎟⎠ =

⎛⎜⎝0

0

λ

⎞⎟⎠ , λ > 0.

This system of equations has solutions if and only if t = π/2 and s = π/2, hence the
couple

x =

⎛⎜⎝0

1

0

⎞⎟⎠ , y =

⎛⎜⎝0

1

1

⎞⎟⎠
is the unique solution of f(x, y) = (0, 0, 1)T .

Step 2. The unit tangent vector to γ(t) at x = (0, 1, 0)T is (−1, 0, 0)T = −ex1 and
the unit tangent vector to δ(s) at y = (0, 1, 1)T is (0,−1, 0)T = −ey2 . Therefore, the

unit tangent 2-vector to X × Y ⊂ R3 × R3 is ex1 ∧ ey2 . The transformation matrix of

g(x, y) := y − x is the 3× 6 matrix

Dg(x, y) =

⎛⎝ − Id + Id

⎞⎠ ,
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and, since y − x = (0, 0, 1)T ,

Df(x, y) =

⎛⎜⎝1 0 0

0 1 0

0 0 0

⎞⎟⎠
⎛⎝ − Id + Id

⎞⎠ =

⎛⎜⎝−1 0 0 1 0 0

0 −1 0 1 0 0

0 0 0 0 0 0

⎞⎟⎠ .

Since Λ2Df(ex1 ∧ ey2) is the exterior product of columns 1 and 5 of Df , we find

Λ2Df(ex1 ∧ ey2) =

⎛⎜⎝−1

0

0

⎞⎟⎠ ∧

⎛⎜⎝0

1

0

⎞⎟⎠ = − ∗

⎛⎜⎝0

0

1

⎞⎟⎠ .

Hence Λ2Df(ex1 ∧ ey2) �= 0, i.e., (0, 1, 1)T is a regular value for f and f reverses the

orientation of the sphere S2. In conclusion,

link(X ,Y) = deg(f) = deg(f, (0, 0, 1)T ) = −1.

Notice that the result is in accord with the intuition: We choose a smooth surface S
with ∂S = Y oriented in such a way that ∂S and Y have the same orientation and such
that S intersects X transversally. If nS is the unit normal to S, we count the intersections
with X positively if δ′ •ns > 0 and negatively if δ′ •ns < 0, δ representing X . The
sum is the linking number of X and Y .

Another example is given in Example 4.70.

4.4 Vector Calculus

In this section we develop some calculus for forms, in particular, we see that
the classical differential operators div and rot are suitable combinations
of Hodge’s operators ∗ and of the exterior differentiation operator d.

4.4.1 Codifferential

Consider Rn oriented by the standard basis (e1, e2, . . . , en) and endowed
with the standard inner product x •y :=

∑m
i=1 x

iyi. Let us denote by

Ek(U) the space of k-forms with smooth coefficients on U .
In addition to the operator of exterior differentiation,

ω ∈ Ek(U) → dω ∈ Ek+1(U),

we introduce the operator of codifferentiation, or codifferential, δ : Ek(U) →
Ek−1(U) by

δ := (−1)n(k+1) ∗ d ∗ ω.
Notice that δω = 0 if ω is a 0-form and that δ does not depend on the
orientation because in its composition the ∗ operator appears twice.
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Figure 4.5. Frontispieces of two monographs by Hermann Minkowski (1864–1909).

4.62 Example. Let ω :=
∑n

i=1 ωi dx
i be a 1-form. Then ∗ω =

∑n
i=1(−1)i−1ωi d̂xi

and

d(∗ω) =
( n∑

i=1

Diωi

)
dx1 ∧ . . . dxn,

δω = (−1)2n ∗ d ∗ ω =
n∑

i=1

Diωi.

The operator δ is called the codifferential operator since d and δ are
adjoint to one another. In fact, the following holds.

4.63 Proposition. Let U be an admissible set in Rn and let ω and η be
a (k − 1)-form and a k-form in U , respectively, with coefficients of class
C1 in a neighborhood of U . Then∫

U

dω •η dx +

∫
U

ω • δη dx =

∫
∂U

ω ∧ (∗η).

Proof. In fact, compare the formulas in (4.36), we compute

d(ω ∧ ∗η) = dω ∧ ∗η + (−1)k−1ω ∧ d ∗ η

= dω ∧ ∗η + (−1)k−1(−1)(n−k+1)(k−1)ω ∧ ∗ ∗ d ∗ η

= dω ∧ ∗η + (−1)n(k+1)ω ∧ ∗δη
= ( dω •η ) dx1 ∧ . . . dxn + (ω • δη ) dx1 ∧ . . . dxn.

Integrating on U and applying Stokes’s theorem, this yields the result at once. ��

Of course, if the coefficients of ω and η have compact support in U ,
the boundary term vanishes. Let us discuss more closely the vanishing of
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the boundary term. Let ν(x) denote the unit exterior normal vector to U
at x. Every k-vector decomposes uniquely as

ξ = ξ1 + ξ2 ∧ ν(x), ξ1 ∈ ΛkR
n, ξ2 ∈ Λk−1R

n.

Correspondingly, every k-form ω in U determines two functions tω and
nω from ∂U into ΛkRn by

< tω, ξ >:=< ω, ξ1 >, < nω, ξ >:=< ω, ξ2 ∧ ν >,

called the tangential and the normal part of ω on ∂U , respectively. It is
easy to see that

(i) ω = tω + nω on ∂U ,
(ii) the integral on ∂U of a differential form depends exclusively on its

tangential part ∫
∂U

ω =

∫
∂U

tω,

∫
∂U

nω = 0, (4.61)

(iii) d(tω) = t (dω),
(iv) ∗tω = n (∗ω),
(v) ∗nω = t (∗ω),
(vi) δ(nω) = n (δω),
(vii) t (ω ∧ η) = t (ω) ∧ t (η),
(viii) |ω|2 = |tω|2 + |nω|2 su ∂U .

In particular,

ω ∧ (∗η) = t (ω ∧ (∗η)) = t (ω) ∧ t (∗η) = t (ω) ∧ ∗(n η).
As a consequence of Proposition 4.63 the following holds.

4.64 Corollary. Let ω and η be a (k − 1)-form and a k-form of class
C1, respectively, such that either tω(x) = 0 or n η(x) = 0 at every point
x ∈ ∂U . Then ∫

U

dω •η +

∫
U

ω •δη = 0.

4.4.2 Laplace’s operator on forms

By means of the first order operators d and δ we define Laplace’s operator
for every k-form ω of class C2 as

Δω := (dδ + δd)ω.

Notice that for 0-forms, ω = f ∈ C2(U), since δf = 0 we have

Δf = δ(df) =
n∑

i=1

∂2f

∂xi2
,
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i.e., the ordinary Laplace’s operator for functions. Proposition 4.63 yields∫
U

(−Δω •ω ) dx =

∫
U

(|dω|2 + |δω|2) dx+
∫
∂U

(δω ∧∗ω+ω∧∗dω) (4.62)

for every k-form of class C2 and, when one of the following three conditions
holds:

◦ dω = 0 and δω = 0 on ∂U ,
◦ tω = 0 on ∂U ,
◦ nω = 0 on ∂U ,

we have ∫
∂U

(δω ∧ ∗ω + ω ∧ dω) = 0.

This is trivial when the first condition holds. When the second or the third
condition holds, it suffices to note that

t (δω ∧ ∗ω + ω ∧ ∗dω) = t (ω ∧ ∗δω + dω ∧ ∗ω)
= t (ω) ∧ ∗δ(nω) + d(tω) ∧ (nω).

Under one of the previous boundary conditions, (4.62) then yields∫
U

(−Δω •ω ) dx =

∫
U

(|dω|2 + |δω|2) dx. (4.63)

4.65 Definition. We say that a k-form is a solution of the self-dual equa-
tions in U if it solves the first order differential system{

dω = 0,

δω = 0
in U.

We say that ω is harmonic if Δω = 0 in U .

By applying (4.62) to domains V ⊂⊂ U , one shows that ω is harmonic
if and only if ω is of class C2 and ω solves the self-dual equations dω =
δω = 0.

By means of a computation that we omit, one also shows that if ω :=∑
α∈I(k,n) ωαdx

α, then

Δω =
∑

α∈I(k,n)

Δωα dxα.

It follows that∫
U

(−Δω •ω ) dx = −
∫
U

∑
α

ωαΔωα dx

=

∫
U

∑
α

|∇ωα|2 dx−
∫
∂U

n∑
i=1

∑
α

ωα
∂ωα

∂ν
dHn−1.
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A comparison with (4.62) then shows that∫
U

(|dω|2 + |δω|2) dx and

∫
U

∑
α

|∇ωα|2 dx

differ by a boundary integral and, more precisely,∫
U

(|dω|2 + |δω|2) dx =

∫
U

∑
α

|∇ωα|2 dx

−
∫
∂U

(
δω ∧ ∗ω + ω ∧ ∗dω +

n∑
i=1

(−1)i−1 1

2

∂|ω|2
∂xi

d̂xi
)
.

4.4.3 Vector calculus in two dimensions

Consider R2 with its inner product and oriented by its standard basis
(ex, ey), where ex := (1, 0), ey := (0, 1). We recall that for a plane field
E = (P,Q) we define

divE = ∇ •E :=
∂P

∂x
+

∂Q

∂y
,

rotE = ∇× E :=
∂Q

∂x
− ∂P

∂y
.

Hodge’s operator ∗ acts on the dual basis (dx, dy) of (ex, ey) as

∗dx = dy, ∗dy = −dx.

Finally, the isomorphism between vectors and linear maps is represented
in our coordinate system as the identity, i.e., we may identify the vector

E(x, y) = P (x, y) ex +Q(x, y) ey

with components P (x, y) and Q(x, y) with the 1-form

ω := P (x, y) dx+Q(x, y) dy

so that < ω, v >= E •v ∀v ∈ R2. We then have{
ω = P (x, y) dx+Q(x, y) dy,

∗ω = P (x, y) dy −Q(x, y) dx

and ⎧⎪⎨⎪⎩
δω = ∗d ∗ ω =

∂P

∂x
+

∂Q

∂y
= divE,

dω =
(
− ∂P

∂y
+

∂Q

∂x

)
dx ∧ dy = rotE dx ∧ dy.
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Notice that the self-dual equations{
δω = 0,

dω = 0,
equivalently

{
divE = 0,

rotE = 0,

are the Cauchy–Riemann equations for the complex function

f(z) := P (x, y)− i Q(x, y), z = x+ iy,

and that ω and ∗ω are the real and imaginary part, respectively, of the
differential f(z) dz, i.e., f(z) dz = ω + i(∗ω). In conclusion, we may state
that the following facts are equivalent:

(i) f is holomorphic.
(ii) f(z) dz is a holomorphic differential.
(iii) the real part ω := �(f(z) dz) of f(z) dz is a solution of the self-dual

equations.
(iv) the imaginary part ∗ω := �(f(z) dz) of f(z) dz is a solution of the

self-dual equations.
(v) ω := �(f(z) dz) is a harmonic form.
(vi) ∗ω := �(f(z) dz) is a harmonic form.
(vii) P and −Q are two conjugate harmonic functions.

4.4.4 Vector calculus in three dimensions

Consider R3 with its standard inner product oriented by its standard basis
(ex, ey, ez), where ex := (1, 0, 0), ey := (0, 1, 0) and ez = (0, 0, 1). Recall
that for a field E = (E1, E2, E3), we define the divergence and the curl of
the field E, respectively, by

divE = ∇ •E :=
∂E1

∂x
+

∂E2

∂y
+

∂E3

∂z
,

and

rotE = ∇× E : =

⎛⎜⎝ex ey ez
∂
∂x

∂
∂y

∂
∂z

E1 E2 E3

⎞⎟⎠
= (E3

y − E2
z ) ex + (E3

x − E1
z ) ey + (E2

y − E1
x) ez.

The Hodge ∗ operator acts on the dual basis (dx, dy, dz) of (ex, ey, ez)
as

∗ dx = dy ∧ dz, ∗ dy = −dx ∧ dz, ∗ dz = dx ∧ dy,

∗ dy ∧ dz = dx, ∗ dx ∧ dz = −dy, ∗ dx ∧ dy = dz
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(i) Some formulas from vector calculus

∇(f + g) = ∇f +∇g,

∇(fg) = f∇g + g∇f,

div (F +G) = divF + divG,

div (fF ) = fdivF + ∇f •F ,

rot(F +G) = rotF + rotG,

rot(fF ) = f rotF +∇f × F,

∇(F ×G) = G • rotF − F • rotG ,

∇(F •G ) = (F •∇ )G+ (G •∇ )F + F × rotG+G× rotF,

rot(F ×G) = FdivG−GdivF + (G •∇ )F − (F •∇ )G,

rot(∇f) = 0,

div rotF = 0,

Δf = div∇f,

ΔF = ∇divF − rot(rotF ),

∇(|F |2) = 2(F •∇ )F + 2F × rotF,

div (∇f ×∇g) = 0,

Δ(fg) = fΔg + gΔf + 2∇f •∇g ,

H •F ×G = G •H × F = F •G×H ,

H • ((F ×∇)×G) = ((H •∇ )G) •F − (H •∇ )(∇ •G ),

F × (G×H) = (F •H )G− (F •G )H.

(ii) Let E : Ω ⊂ R3 → R3 be a field of class C1 and Ω be simply connected.
Then E = ∇f if rotE = 0.

(iii) Let E : Ω ⊂ R3 → R3 be a field of class C1 and Ω be è contractible. Then
E = rotH if divE = 0.

Figure 4.6. Some useful formulas from vector calculus in R3: f and g are functions and
E,F,G and H are fields.

and
∗∗ = (−1)k(3−k) = +1 ∀k = 0, 1, 2, 3.

Since the isomorphism between vectors and covectors in R3 in our
coordinates is the identity, we may identify the field

E = E1(x, y, z) ex + E2(x, y, z) ey + E3(x, y, z) ez

of components (E1, E2, E3) with the 1-form

ω := E1(x, y, z) dx+ E2(x, y, z) dy + E3(x, y, z) dz.

Now,
ω = E1 dx + E2 dy + E3 dz,

∗ ω = E1 dy ∧ dz − E2 dx ∧ dz + E3 dx ∧ dy,
(4.64)

thus
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d(∗ω) =
(∂E1

∂x
+

∂E2

∂y
+

∂E3

∂z

)
dx ∧ dy ∧ dz = divE dx ∧ dy ∧ dz,

δω = ∗d ∗ ω =

3∑
i=1

∂Ei

∂xi
= divE,

dω =
(
E3

y − E2
z

)
dy ∧ dz +

(
E3

x − E1
z

)
dx ∧ dz +

(
E2

y − E1
x

)
dx ∧ dy,

∗ dω =
(
E3

y − E2
z

)
dx−

(
E3

x − E1
z

)
dy +

(
E2

y − E1
x

)
dz = rotE.

Moreover, the components E1, E2 and E3 of E are harmonic functions if
and only if Δω = 0, or, equivalently,{

dω = 0,

δω = 0,
or also

{
divE = 0,

rotE = 0.

4.66 ¶. Let a, b and c be three vectors in R3. Show that ∗ (a × b) • c = a ∧ b ∧ c. The
scalar (a× b) • c is called the triple product of a, b and c, and its modulus is the volume
of the parallelepiped of sides a, b and c. One sets vol(a, b, c) := (a × b) • c .

4.67 ¶. Prove some of the formulas in Figure 4.6.

a. Stokes’s theorem in R3

Let U be an admissible open set in R2 and Ω an open set in R3, let
φ : U → Ω be a map of class C1 in an open neighborhood of U , injective
on U with Jacobian matrix of maximal rank, and let S = φ(U). Consider
in Ω a field E = (E1, E2, E3) : Ω → R3 of class C1(Ω) and the associated
1-form ω := E1 dx

1 +E2 dx
2 +E3 dx

3. If γ : [0, 1] → R2 is a simple closed
curve that travels ∂U anticlockwise, i.e., is injective in [0, 1[ and its tangent
vector t(x) orients Tanx ∂U , then∫

φ(∂U)

ω =

∫ 1

0

< γ#φ#ω, (1, 0) > dt =

∫ 1

0

< φ#ω(γ(t)), γ′(t) > dθ

= L(φ#ω, γ) = L(ω, φ ◦ γ),
i.e.,

∫
φ(∂U)

ω is the work done by ω along the curve φ ◦ γ that travels ∂S.

On the other hand, since φ has maximal rank

Λ2Dφ(u)(e1 ∧ e2) �= 0 ∀x ∈ U,

the 2-vector

ξ(x) :=
Λ2Dφ(u)(e1 ∧ e2)

|Λ2Dφ(u)(e1 ∧ e2)|
orients S = φ(U) with the orientation induced by U via φ. If

νS(x) := ∗ ξ(x) = φu1 × φu2

|φu1 × φu2 | , φ(u) = x,
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then ∗νS(x) = ∗ ∗ ξ(x) = ξ(x) and, compare (4.36),

< dω(x), ξ(x) >=< ∗dω(x), ∗ξ(x) >= rotE(x) •νS(x) .

Stokes’s theorem,∫
φ(∂U)

ω =

∫
φ(∂U)

ω =

∫
φ(U)

dω =

∫
S

< dω, ξ > dHk,

then reads as circulation or rotation or curl theorem.

L(E, φ ◦ γ) =
∫
S

rotE •νS dH2. (4.65)

4.68 The curl as circulation of a field. Let E be a vector field of
class C1(Ω), x0 ∈ Ω, Ω being open, and let ν be a unit vector. Con-
sider the plane perpendicular to ν through x0 and oriented by ν; for every
ε > 0 denote by δε : [0, 1] → P the circle B(x0, ε)∩P oriented by ∂B(z0, ε),
i.e, so that

det[(x− x0) | t(x) | ν] > 0.

Then Stokes’s theorem yields∫
B(x0,ε)∩P

( rotE •ν ) dH2 = L(E, δε),

and, according to the integral mean theorem,

rotE(x0) •ν = lim
ε→0

1

πε2
L(E, δε)

or, equivalently,

L(E, δε) = π ( rotE(x0) •ν ) ε2 + o(ε2).

In other words, (rotE(x0) • ν)πε2 is the measure at the first order of the
work done by E at the circuit δε. Of course, the work depends on the
orientation of the circuit δ and takes its maximum (at first order) when
ν = rotE(x0)/| rotE(x0)| where it is given by | rotE(x0)|πε2.

4.69 Example. Let us illustrate a new computation of the linking number of two

simple and closed curves γ and δ in R3. Let ω :=
∑3

i=1(−1)i−1 zi

|z|3 d̂zi be the volume

2-form of S2, g(x, y) := y − x, x, y ∈ R3 and f(x, y) := y−x
|y−x| . Then f(x, y) = π ◦ g,

π(z) := z/|z|, hence f#ω = γ#π#ω = g#ω, compare Example 4.51. We now compute
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X

Y

Figure 4.7. The linking number of the two curves in the figure is zero although the two
curves cannot be unlinked.

f#ω = γ#ω =
3∑

i=1

(−1)i−1 (δ(s) − γ(t))i

|δ(s) − γ(t)|3
̂d(δ(s) − γ(t))i

=
3∑

i=1

(−1)i−1 (δ(s) − γ(t))i

|δ(s) − γ(t)|3 M(D(δ(s) − γ(t)))i(1,2) dt ∧ ds

= −
3∑

i=1

(δ(s) − γ(t))i

|δ(s)− γ(t)|3 (γ′(t) − δ′(s))i dt ∧ ds

= −
vol
(
δ(s) − γ(t)), γ′(t), δ′(s)

)
|δ(s) − γ(t)|3 dt ∧ ds,

where vol (a, b, c) is the triple product of the vectors a, b and c, compare Exercise 4.66.
Since

∫
S2 ω = H2(S2) = 4π, we infer

4π link(X ,Y) =

∫ 1

0

∫ 1

0

vol (γ(s) − δ(t), γ′(s), δ′(t))
|γ(s)− δ(t)|3 ds dt.

4.70 Example (Ampère’s law). The linking number is strongly related to Ampère’s
law on the circulation of the magnetic field. Suppose that an electric current travels along
a closed regular curve γ(t), t ∈ [0, 1]. A magnetic field is generated and, according to the
Biot–Savart law, the magnetic field H at x due to the current traveling the infinitesimal
oriented arc dy is proportional to

dy × (x− y)

|y − x|3 ,

hence the total magnetic flux at x due to the circulation of the electric current in γ is
proportional to

B(x) :=

∫ 1

0

(γ(s) − x)

|γ(s)− x|3 × γ′(s) ds.

Consequently, the work L done along a curve δ : [0, 1] → R3, with disjoint trajectory
from γ is proportional to∫ 1

0
B(δ(t)) • δ′(t) dt =

∫ 1

0
dt

∫ 1

0

vol (γ(s) − δ(t), γ′(s), δ′(t))
|γ(s)− δ(t)|3 ds,

i.e., compare Example 4.69, L is proportional to the linking number of γ and δ: this is
the Ampère law.

One sees that two “unlinked” curves have zero linking, but it is not true in general
that two curves with zero linking number can be unlinked, see Figure 4.7. This shows
that the linking number is more related to work than to the intuitive notion of geometric
link.
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4.71 Example. Let us compute the divergence and the curl of the field

B(x) :=

∫ 1

0

γ(s)− x

|γ(s)− x|3 × γ′(s) ds, x ∈ R3 \ Im γ.

For x, y ∈ R3 we set F (y, x) := y−x
|y−x|3 .

Computing the divergence. We have

∇ •B (x) = ∇ •
∫ 1

0
F (γ(s), x)× γ′(s) ds =

∫ 1

0
∇ • (F (γ(s), x)× γ′(s)) ds.

Now,
∇ •a× b = ∗d ∗ (∗(a ∧ b)) = ∗d(a ∧ b) = ∗(da ∧ b− a ∧ db).

In our case, a = a(x) = f(γ(s), x) and b = γ′(s). Consequently, db = 0 but also da = 0.
Therefore, ∇ • (F (γ(s), x) × γ′(s)) = 0 ∀s and, by integration, we conclude divB = 0
in R3 \ Im γ.

Computing the curl. We have

(∇× B)(x) =

∫ 1

0
∇× (F (γ(s), x)× γ′(s)) ds

and recall that

∇× (F ×G) = F divG−G divF + (G •∇ )F − (F •∇ )G.

Since in our case F = F (γ(s), x) and G = γ′(s), this yields

∇x × (F (γ(s), x)× γ′(s)) = γ′(s) div xF (γ(s), x) + ( γ′(s) •∇x )F (γ(s), x).

On the other hand, it is easily seen that

div x

( γ(s) − x

|γ(s)− x|3
)
= 0 and ∇xF (y, x) = −∇yF (y, x);

therefore,

∇x × (F (γ(s), x)× γ′(s)) = γ′(s) •∇x F (x, γ(s))

= − γ′(s) •∇yF (x, γ(s)) = − d

ds
F (γ(s), x).

Hence, we conclude that

∇×B(x) = −
∫ 1

0

d

ds
F (γ(s), x) ds = F (γ(1), x)− F (γ(0), x);

that is, rotB = 0 in R3 \ Im γ because γ is closed.

4.5 Closed and Exact Forms

The question of whether a closed differential form is exact is deeply con-
nected and actually is one of the formulations of the difficult question of
deciding whether a (k − 1)-dimensional submanifold Ω is or is not the
boundary of a k-submanifold. However, it is simpler as it involves only
oriented integrals, i.e., mean properties.
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4.5.1 Poincaré’s lemma

4.72 Definition. Let Ω be an open set in Rn. A k-form ω of class C1 is
said to be closed in Ω if dω = 0. A k-form with continuous coefficients is
said to be exact in Ω if there exists a (k − 1)-form α of class C1(Ω) such
that ω(x) = dα(x) ∀x ∈ Ω. In this case we say that α is a primitive of ω
in Ω.

Since d2ω = 0, every exact form of class C2 is closed. As we saw in [GM4]
Chapter 3, there are closed 1-forms that are not exact, although as we saw
there, if Ω is simply connected, then all closed 1-forms in Ω are exact in
Ω. We now partially extend the previous result to k-forms.

We state a few facts.

4.73 Definition. An open set Ω ⊂ Rn is said to be contractible if there
exist a continuous map H : [0, 1] × Ω → Ω and a point x0 ∈ Ω such that
H(1, x) = x and H(0, x) = x0 ∀x ∈ Ω.

In other words, Ω is contractible if and only if the identity map in Ω
is homotopic with values in Ω to a constant. We observe that when Ω
is contractible, by a suitable procedure of regularization that we do not
discuss here, we may assume that the homotopy H : R×Ω → Ω is a map
defined in R× Ω and of class C∞(R× Ω).

Let Ω be an open set of Rn and denote by (et, e1, e2, . . . , en) the stan-
dard basis of R×Rn and by (dt, dx1, . . . , dxn) its dual basis. Every k-form
ω in R× Ω may be written uniquely as

ω =
∑

α∈I(k,n)

ωαdx
α +

∑
β∈I(k−1,n)

ω(β,t)dt ∧ dxβ =: ω1 + dt ∧ ηω. (4.66)

Trivially < ω1, v1 ∧ v2 ∧ · · · ∧ vk >= 0 and < ηω, v1 ∧ v2 ∧ · · · ∧ vk−1 >= 0
if one of the {vi} is a multiple of et = (1, 0, . . . , 0). We introduce the
homotopy map

K : k-forms in R× Ω → (k − 1)-forms in Ω

that maps a k-form ω in Ω× R into the (k − 1)-form K(ω) in Ω obtained
by integrating along the fiber the form ηω in the decomposition (4.66),

< K(ω)(x), ξ >:=

∫ 1

0

< ηω(t, x), ξ > dt, ∀ξ ∈ ΛkR
n. (4.67)

Clearly, K(ω) is of class Cs if ω is of class Cs for every s ≥ 0. For all t ∈ R
denote by it the map x → (t, x) from Ω into R× Ω.

4.74 Proposition. For every k-form ω of class Cs, s ≥ 1, we have

i#1 ω − i#0 ω = dK(ω) +K(dω).
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Proof. Since the formula is linear in ω, it suffices to prove it for forms of the type

ω := f(x, t)dxα , |α| = k, and ω = dt ∧ g(x, t)dxβ , |β| = k − 1,

where f and g are of class C1. In the first case,

dω = dt ∧ ∂f

∂t
(x, t) dxα + terms that do not involve dt,

hence for every ξ ∈ ΛkR
n

< K(dω), ξ > =

∫ 1

0

∂f

∂t
(t, x)dt < dxα, ξ >

= (f(1, x)− f(0, x)) < dxα, ξ >=< i#1 ω − i#0 ω, ξ >,

(4.68)

and the claim follows since trivially K(ω) vanishes. In the second case,

dω =
n∑

i=1

dt ∧ gxidxi ∧ dxβ ,

hence

< K(dω), ξ >=
n∑

i=1

∫ 1

0

∂g

∂xi
(t, x) dt < dxi ∧ dxβ , ξ > .

On the other hand, differentiating under the integral sign,

d(Kω) = d
(∫ 1

0
g(t, x) dt

)
∧ dxβ = −

n∑
i=1

(∫ 1

0

∂g

∂xi
(t, x)dt

)
dxi ∧ dxβ .

It follows that d(Kω) +K(dω) = 0. As i#1 ω = i#0 ω = 0, we again see that our formula
holds. ��

4.75 Theorem (Poincaré’s lemma). Let Ω ⊂ Rn be contractible with
a smooth homotopy H. Then every closed k-form in Ω is exact in Ω. More
precisely, for every closed k-form ω of class Cs, s ≥ 1, the (k − 1)-form
K(H#ω) is of class Cs and

dK(H#ω) = ω in Ω. (4.69)

Proof of Theorem 4.75. Let ω be a closed k-form in Ω that we think of as being ex-
tended to R×Ω by extending its coefficients as constant in t. Let H : Ω×R → Ω be the
contraction map and i1, i0 : Ω → Ω× R given by i1(x) = (1, x), i0(x) = (0, x). Then

H ◦ i1 = Id on Ω, H ◦ i0 = x0 on Ω,

hence

ω = (H ◦ i1)
#ω = i#1 H#ω, 0 = (H ◦ i0)

#ω = i#0 H#ω.

Since dω = 0, we find dH#ω = H#(dω) = 0, thus Proposition 4.74 yields ω =

i#1 H#ω = d(K(H#ω)) and K(H#ω) is a primitive of ω. It is easily seen that the

primitive is of class Cs if ω is of class Cs and H is of class Cs+1. ��

Notice that (4.69) provides an explicit formula for computing the primitive
of an exact form.
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4.5.2 The homotopy formula

As a consequence of Proposition 4.74 we have the following.

4.76 Theorem (Homotopy formula). Let U ⊂ Rn and Ω ⊂ RN be
open sets and φ, ψ : U → Ω maps of class C2(U) that are homotopic, with
the homotopy map H : [0, 1]× U → Ω of class C2(R×Ω). Then for every
k-form ω of class C1(Ω) we have

φ#ω − ψ#ω = (d ◦K +K ◦ d)H#ω.

4.77 Corollary. Let U be an open set in Rk, V an open neighborhood of
[0, 1]× U in Rk+1, Ω an open set in Rn and φ, ψ : U → Ω two maps with
φ = ψ on ∂U and homotopic by the homotopy H : V → Ω of class C2(V )
such that

H(1, x) = φ(x), H(0, x) = ψ(x) ∀x ∈ U

and H(t, x) = H(0, x) for every t ∈ [0, 1] and x ∈ ∂U . Then for every
closed k-form ω of class C1(Ω)∫

U

φ#ω =

∫
U

ψ#ω.

Proof. In fact, from the homotopy formula, φ#ω−ψ#ω = d(KH#ω) in U with KH#ω
of class C1(V ). Stokes’s formula then yields∫

φ(U)
ω −

∫
ψ(U)

ω =

∫
U
(φ#ω − ψ#ω) =

∫
U
d(KH#ω) =

∫
∂U

KH#ω = 0.

In fact, the last integral vanishes because H(t, x) = H(0, x) is constant in t for all
x ∈ ∂U , hence the components of the form H#ω relative to the differentials containing
dt vanish on ∂U . ��

4.78 Proposition. Let Ω be an open set of RN , X a smooth, compact,
boundaryless, oriented k-submanifold of finite measure in Rn, and f, g :
X → Ω two homotopic maps of class C2 with homotopy H :]a, b[×X → Ω,
]a, b[⊃⊃ [0, 1], of class C2. Then∫

X
f#ω =

∫
X
g#ω

for every closed k-form of class C1(Ω).

Proof. By joining the orthogonal projection onto X , see [GM4], with the homotopy we
may extend H to a C2 homotopy to an open neighborhood U ⊂ R × Rn of [0, 1] × X
into Ω in such a way that again H(1, x) = f(x) ∀x ∈ X and H(0, x) = g(x) ∀x ∈ X .
From Proposition 4.74, KH#ω is of class C1(U) and

f#ω − g#ω = dKH#ω in U,

hence, integrating and using Stokes’s formula,∫
X

f#ω =

∫
X

g#ω +

∫
X

dKH#ω =

∫
X

g#ω.

��
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4.79 Proposition (Degree homotopic invariance). Let X and Y be
two smooth, compact, boundaryless, oriented k-dimensional submanifolds
of finite measure of Rn and let f, g : X → Y be two homotopic maps of class
C2 in an open neighborhood of [0, 1]×X into Y. Then deg(f) = deg(g).

Proof. The k-covector field ω on Y dual of the field of k-vectors that orients Y has a
nonzero integral according to the area formula. On the other hand, by means of the
orthogonal projection onto Y , ω extends to a tubular neighborhood of Y as a smooth
k-form. It then follows from the definition of degree and from Proposition 4.78 that

deg(f)

∫
Y
ω =

∫
X

f#ω =

∫
X

g#ω = deg(g)

∫
Y
ω,

which yields the result at once. ��

The invariance of link(X ,Y) with respect to homotopic transformations
of X and Y that maintain empty intersection now follows at once.

4.80 Proposition. Let X and X ′ be two k-submanifolds, Y and Y ′ be
two (n − k − 1)-submanifolds and f : X → X ′ and g : Y → Y ′ be two
injective maps of class C2. Let Δ := {(x, y) ∈ Ω × Ω | y = x}. Suppose
there is a map H : V → ((Ω×Ω) \Δ) of class C2(V ) where V is an open
neighborhood of [0, 1] × ((Ω × Ω) \ Δ) such that H(1, x, y) = x − y and
H(0, x, y) = f(x)− g(y). Then link(X ,Y) = link(X ′,Y ′).

4.81 Definition. Let Ω be an open set in Rn. A k-submanifold X ⊂ Ω is
said to be contractible to a set of zero Hk-measure in Ω if there exists a
map H : V → Ω of class C2, V being an open neighborhood of [0, 1]× X ,
such that H(1, x) = x ∀x ∈ X and H({0} × X ) has zero Hk-measure.

4.82 Proposition. If an oriented k-submanifold X of finite Hk-measure
is contractible in Ω to a set of zero Hk-measure, then∫

X
ω = 0

for all k-forms ω of class C1(Ω).

4.83 Remark. By approximation the results of this subsection extend to
homotopies and maps of class C1. We do not insist on this point and refer
the reader to Chapter 3 of [GM4].

4.5.3 A theorem by de Rham

We saw in Chapter 3 of [GM4] that the simple connectedness of a domain
Ω, a condition that is weaker than the contractibility of Ω, is a necessary
and sufficient condition for the exactness of a closed form or for an irro-
tational field to have a potential in Ω. However, the simple connectedness
of the domain does not suffice for a 2-form to be exact.
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4.84 Example. In Rn, n ≥ 2, consider the field

E(x) :=
x

|x|n

defined in Rn \ {0} and regular there and the corresponding (n− 1)-form

ω := ∗E :=
n∑

i=1

(−1)i−1 xi

|x|n d̂xi.

One readily sees that dω = 0 in Rn \ {0}. However, ω is not exact. Suppose on the
contrary that ω = dα for some α, then Stokes’s theorem yields∫

Sn−1
ω =

∫
Sn−1

dα = 0

and, as we have computed several times,∫
Sn−1

ω =

∫
Sn−1

∗ω • ∗ ν =

∫
Sn−1

1

|x|n−1
dHn−1 = Hn−1(Sn−1) �= 0.

If we take into account Poincaré’s lemma, this shows, in particular, that Rn \ {0} is not
contractible if n ≥ 2, whereas it is simply connected if n ≥ 3.

Poincaré’s lemma provides us only a sufficient condition for a closed
form to be exact. A characterization involves the geometry of the domain
and has an integral equivalent3. For instance the following result, that we
do not prove, holds.

4.85 Theorem (de Rham). Let Ω be a bounded domain in Rn with a
smooth boundary. A closed k-form is exact in Ω if and only if for every
smooth, compact, boundaryless, oriented k-submanifold Y in Ω with finite
measure we have ∫

Y
ω = 0.

The following then follows at once.

4.86 Corollary. Let Ω be an open set of Rn. Suppose that every smooth,
compact, boundaryless, oriented k-submanifold of Ω is contractible in Ω to
a set of zero Hk-measure. Then all closed k-forms in Ω are exact in Ω,
more precisely, all closed k-forms in Ω of class C∞ have a potential of
class C∞(Ω).

4.87 Example (Vector potential). Let Ω ⊂ R3 be a star-shaped domain with re-
spect to the origin so that H(t, x) := tx is a contraction of Ω to {0}, and let

ω =
∑3

i=1 ai(x) dx
i be a closed 1-form in Ω, equivalently, the relations

ai,xj (x) = aj,xi (x)

hold for all i and j at every x ∈ Ω. We have

3 Also delicate regularity considerations are involved that we do not want to deal
with. For this reason, all forms in the rest of this chapter are assumed to be smooth,
meaning C∞, if not otherwise stated.
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Γ

T

S

Figure 4.8. In R3 \ Γ, every closed and boundaryless 2-submanifold can be deformed
without touching Γ to a set of zero 2-dimensional measure. In the figure, T collapses to
S without touching Γ.

H#ω(x) =
3∑

i=1

ai(tx) d(tx
i) =

3∑
i=1

ai(tx)x
i dt +

3∑
i=1

ai(tx)t dx
i,

hence

f(x) := K(H#ω)(x) :=
3∑

i=1

∫ 1

0
ai(tx)x

i dt

is a primitive of ω, df = ω, according to (4.69). This can also be proved directly, in fact

Djf(x) =

∫ 1

0

( 3∑
i=1

ai,xj (tx)txi + aj(tx)
)
dt =

∫ 1

0

( 3∑
i=1

aj,xi(tx)txi + aj(tx)
)
dt

=

∫ 1

0

d

dt
(taj (tx)) dt = aj(x).

Similarly, if E = E1 dx1 + E2 dx2 + E3 dx3 has zero divergence, i.e., compare (4.64), if

ω = ∗E = E1 dx
2 ∧ dx3 − E2 dx

1 ∧ dx3 + E3 dx
1 ∧ dx2

is a closed 2-form in Ω, then α := KH#ω is a primitive of ω. We compute

H#ω = E1(tx) d(tx
2) ∧ d(tx3)−E2(tx) d(tx

1) ∧ d(tx3) +E3(tx) d(tx
1) ∧ d(tx2)

= E1(tx)(x
2dt+ tdx2) ∧ (dtx3 + tdx3) + · · ·

= dt ∧
(
E1(tx)t (x

2 dx3 − x3 dx2)−E2(tx)t (x
1 dx3 − x3 dx1)

+ E3(tx) t(x
1 dx2 − x2 dx1)

)
+ terms that do not involve dt.

If we set F := (F1, F2, F3) with

F1(x) :=

∫ 1

0
E1(tx)t dt,

F2(x) :=

∫ 1

0
E2(tx)t dt,

F3(x) :=

∫ 1

0
E3(tx)t dt,

it follows from (4.69) that the 1-form
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α(x) := KH#ω(x) = F1 (x
2 dx3 − x3 dx2)− F2 (x

1 dx3 − x3 dx1)

+ F3 (x
1 dx2 − x2 dx1)

= (F2x
3 − F 3x2) dx1 − (F 1x3 − F 3x1) dx2 + (F1x

2 − F2x
1) dx3

=
3∑

i=1

(F × x)idxi

is a primitive of ω, dα = ω. In other words, the field H(x) = (H1,H2,H3) given by

H(x) =

∫ 1

0
(E(tx) × x) t dt, (4.70)

solves the equation rotH = E.

4.88 Proposition. Let Ω ⊂ R3 be contractible or, more generally, assume
that every boundaryless 2-submanifold of it is contractible to a set of zero
H2-measure. Then the equation rotH = E has a solution in Ω of class
C∞ if and only if E is of class C∞ and divE = 0 in Ω.

Proof. Consider R3 endowed with the standard orthonormal basis so that we can iden-
tify vectors and forms. If E = (E1, E2, E3) is a vector field and ω = E1 dx1 +E2 dx2 +
E3 dx3 the corresponding 1-form, as we have seen

divE = ∗d ∗ ω, rotE = ∗dω.
If rotH = E and α is the corresponding differential 1-form to H, then ∗dα = ω, i.e.,
dα = ∗ω, hence 0 = d2α = d(∗ω). Consequently divE = ∗d(∗ω) = 0. Conversely, if
divE = 0 in Ω, then ∗ω is a closed 2-form in Ω, consequently, by de Rham’s theorem
(or Poincaré’s lemma if Ω is contractible), there exists a 1-form α such that dα = ∗ω,
equivalently, ∗dα = ∗ ∗ ω = ω. In terms of the associated vector field H associated to
α, i.e., H = (H1, H2, H3) with α = H1dx1 +H2dx2 +H3dx3, the relation dα = ∗ω just
amounts to rotH = E. ��

We emphasize that (4.70) in Example 4.87 yields an explicit formula for
H when Ω is star-shaped with respect to the origin.

4.89 Example. Let Y be the image of a regular smooth curve in R3. Every compact,
boundaryless, oriented 2-submanifold X that does not intersect Y is contractible to one
or more lines. Consequently, for every divergence-free field B in R3 \ Y , there is a field
A such that rotA = B in R3 \ Y .

4.90 Remark. In terms of PDE’s, rotH = E is the following system of
first order PDE’s ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂H3

∂x2
− ∂H2

∂x3
= E1,

∂H1

∂x3
− ∂H3

∂x1
= E2,

∂H2

∂x1
− ∂H1

∂x2
= E3

in Ω. (4.71)

Proposition 4.88 shows that (4.71) has a solution in a contractible open
set Ω if and only if divE = 0 in Ω and, in this case, the solution is found
by integration.
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Figure 4.9. Hermann von Helmholtz (1821–1894) and Hermann Weyl (1885–1955).

4.91 Example. de Rham’s theorem provides a necessary and sufficient condition for
every divergence-free field to have a vector potential. For specific fields, it is often easier
to write down a vector potential.

For instance, in Example 4.71 we showed that the vector field

B(x) := − 1

4π

∫ 1

0

γ(s)− x

|γ(s)− x|3 × γ′(s) ds, x ∈ R3 \ Im γ,

where γ(t), t ∈ [0, 1], is a regular curve, has zero divergence. Proposition 4.88 grants
us a vector potential on R3 \ Im γ of B, i.e., a field A such that rotA = B. However,
without taking into account de Rham’s theorem, we may observe that if a is a constant
vector and ϕ is a scalar function, then ∇× (ϕ(x)a) = (∇ϕ)× a and that

γ(s)− x

|γ(s)− x|3 = ∇x
1

|γ(s)− x| .

Therefore,

γ(s) − x

|γ(s)− x|3 × γ′(s) = ∇x
1

|γ(s)− x| × γ′(s) = ∇×
( 1

|γ(s)− x| × γ′(s)
)
,

and, integrating,

B(x) =

∫ 1

0
∇ 1

|γ(s)− x| × γ′(s) ds ==

∫ 1

0
∇×

( 1

|γ(s)− x|γ
′(s)
)
ds.

Consequently, if

A(x) :=

∫ 1

0

1

|γ(s)− x|γ
′(s) ds,

we have rotA = ∇× A = B in R3 \ Im γ.

Finally, we state, as a consequence of Proposition 4.88, the decomposi-
tion formula for fields due to Hermann von Helmholtz (1821–1894).

4.92 Theorem (Helmholtz). Let E : Ω ⊂ R3 → R3 be a smooth, say
C∞(Ω), field and Ω a contractible bounded open set with smooth boundary.
There exist f ∈ C∞(Ω,R) and a field H ∈ C∞(Ω,R3) such that

E = ∇f + rotH.
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Proof. In fact, let u : Ω → R be the solution of the Neumann problem⎧⎨⎩Δu = divE in Ω,
du

dn
= E •n on ∂Ω,

then div (E − ∇u) = 0 in Ω, which one can prove to be of class C∞(Ω). Because of
Proposition 4.88, there is a field H : Ω ⊂ R3 → R3 of class C∞(Ω) such that

E −∇u = rotH.

��

4.5.4 Hodge’s decomposition formula

For the sake of completeness we state another result of decomposition
for forms in bounded domains with smooth boundaries, not necessarily
contractible. Its proof uses variational techniques, but it is not simple,
thus we refer the reader to the specialized literature.

Let U be a bounded open set in Rn with smooth boundary. As usual
tω and nω denote the tangential and normal components, respectively, of
a k-form ω along ∂U , and we denote by L := L2(U,ΛkR

n) the Hilbert
space of k-forms endowed with the inner product

(ω|η)L2 :=

∫
U

∑
α

ωαηα dx.

Define the following subspaces of smooth forms in L:

Hk
T :=

{
ω
∣∣∣Δω = 0, t (ω) = 0

}
,

Hk
N :=

{
ω
∣∣∣ ,Δω = 0, n (ω) = 0

}
,

Im dT :=
{
ω = dα

∣∣∣ tα = 0
}
,

Im dN :=
{
ω = dα

∣∣∣ nα = 0
}
,

Im δT :=
{
ω = δα

∣∣∣ tα = 0
}
,

Im δN :=
{
ω = δα

∣∣∣ nα = 0
}
.

4.93 Theorem (Hodge–Morrey decomposition theorem). Let U be
a bounded open set with boundary of class C∞(U). Then the following hold:

(i) Hk
T is finite-dimensional.

(ii) Hk
T , Im dT and Im δT are orthogonal, closed and supplementary on

L.
(iii) (Im dT )

⊥ = {α | δα = 0, tα = 0} in L.
(iv) (Im δT )

⊥ = {α | dα = 0, tα = 0} in L.
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Similarly,

(i) Hk
N is finite-dimensional.

(ii) Hk
N , Im dN e Im δN are orthogonal, closed and supplementary in L.

(iii) (Im dN )⊥ = {α | δα = 0, nα = 0} in L.
(iv) (Im δN )⊥ = {α | dα = 0, nα = 0} in L.

4.94 Remark. Let us state a few comments.

(i) One actually shows that the dimensions of Hk
T and Hk

N depend in a
very precise way on the geometry of the domain, which we omit to
illustrate. In particular, Hk

T = Hk
N = {0} if U is contractible.

(ii) Denote by Ek(U) the space of k-forms of class C∞. Hodge’s decom-
position theorem with some extra work implies that every differential
form ω ∈ Ek(U) with t (ω) = 0 on ∂U uniquely decomposes in three
orthogonal (in L) components as

ω = H + dα+ δβ,

where H is harmonic, α ∈ Ek−1(U) and β ∈ Ek+1(U), and t (H) = 0,
t (α) = 0 and t (β) = 0 on ∂U . Similarly, every form ω ∈ Ek(U) with
n (ω) = 0 on ∂U uniquely decomposes as

ω = H + dα+ δβ,

where H is harmonic, α ∈ Ek−1(U) and β ∈ Ek+1(U), and n (H) = 0,
n (α) = 0 and n (β) = 0 on ∂U .

(iii) Suppose dω = 0 and tω=0. Then ω ∈ (Im δT )
⊥ and ω uniquely

decomposes as
ω = H + dα,

where H is harmonic and t (H) = 0 and t (α) = 0 on ∂U . It is
remarkable that the obstruction to the exactness of ω is the exis-
tence of harmonic forms (and definitively are finitely many!) Simi-
larly, every closed form ω with nω = 0 on ∂U uniquely decomposes
as ω = H + dα, where H is harmonic and this time nH = 0 and
nα = 0 on ∂U .

4.5.5 Maxwell equations

The equations of the electromagnetic field in R3 involve quite a number of
physical quantities: the electric field E, the magnetic field H, the magnetic
inductance B, the dielectric displacement D, the charge density ρ and the
field of current density j. These quantities are connected by constitutive
relations, relations that describe the behavior of a material (for instance
E = D and B = H in empty space), by boundary conditions on the
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Figure 4.10. Frontispieces of two collections of works of Charles Coulomb (1736–1806)
and James Clerk Maxwell (1831–1879).

boundary of the domain where these fields are defined and mainly by
Maxwell equations

(i) rotE = −1

c

∂B

∂t
Faraday’s induction law,

(ii) rotH =
4π

c
j+

1

c

∂D

∂t
Ampère’s law,

(iii) divD = 4πρ continuity equation,

(iv) divB = 0 no magnetic charges.

(4.72)

A convenient way to formulate Maxwell equations is in terms of differ-
ential forms in R3, thinking of time as of a parameter. Let us introduce
the following five differential forms:

ω1 := E1dx
1 + E2dx

2 + E3dx
3

ω2 := B1dx
2 ∧ dx3 −B2dx

1 ∧ dx3 +B3dx
1 ∧ dx2,

ω3 := H1dx
1 +H2dx

2 +H3dx
3

ω4 := D1dx
2 ∧ dx3 −D2dx

1 ∧ dx3 +D3dx
1 ∧ dx2),

ω5 := (j1dx
2 ∧ dx3 − j2dx

1 ∧ dx3 + j3dx
1 ∧ dx2) ∧ dt,

(4.73)

and, if ω =
∑

α ωa(x, t)dx
α, set

∂ω

∂t
:=
∑
α

∂ωα

∂t
dxα.
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Maxwell equations then rewrite as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

dω1 = −1

c

∂ω2

∂t
,

dω3 =
4π

c
ω5 +

1

c

∂ω4

∂t
,

dω2 = 0,

dω4 = 4πρ dx1 ∧ dx2 ∧ dx3.

(4.74)

The constitutive relations in the empty space, E = D, H = B, become
ω4 = ∗ω1, ω2 = ∗ω3, and, in absence of charges and currents and for time
independent fields, Maxwell equations write as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

dω1 = 0,

δω1 = 0,

dω3 = 0,

δω3 = 0.

Assume, for the sake of simplicity, that Ω is contractible. Since rotE =
0, E has a potential in Ω, E = −∇φ and the first two equations of the
electric field become a single second order equation for the potential

−Δφ = 4πρ.

Moreover, from divB = 0 we also deduce the existence of a vector potential
A, rotA = B. The equations for the electric potential and the magnetic
potential A are then⎧⎨⎩−Δφ = 4πρ,

−ΔA+∇divA = rot rotA =
4π

c
j.

(4.75)

In the nonstationary case, when fields are time dependent, we may use
differential forms in the space-time R4 as follows. Define the 2- and 3-forms
in R4

α := (E1dx
1 + E2dx

2 + E3dx
3) ∧ c dt

+ (B1dx
2 ∧ dx3 −B2dx

1 ∧ dx3 +B3dx
1 ∧ dx2),

β := −(H1dx
1 +H2dx

2 +H3dx
3) ∧ c dt

+ (D1dx
2 ∧ dx3 −D2dx

1 ∧ dx3 +D3dx
1 ∧ dx2),

γ := (j1dx
2 ∧ dx3 − j2dx

1 ∧ dx3 + j3dx
1 ∧ dx2) ∧ dt− ρ dx1 ∧ dx2 ∧ dx3;

then Maxwell equations become a system of two equations corresponding
to (i), (iv) and (ii), (iii), respectively,{

dα = 0,

dβ + 4πγ = 0.
(4.76)
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4.95 Maxwell equations in empty space are self-dual. In empty
space E = D, H = B, j = 0, ρ = 0 and γ = 0. The differential forms

α := (E1dx
1 + E2dx

2 + E3dx
3) ∧ c dt

+ (H1dx
2 ∧ dx3 −H2dx

1 ∧ dx3 +H3dx
1 ∧ dx2),

β := −(H1dx
1 +H2dx

2 +H3dx
3) ∧ c dt

+ (E1dx
2 ∧ dx3 − E2dx

1 ∧ dx3 + E3dx
1 ∧ dx2).

are quite similar. If we introduce Lorentz metrics in R4,

dx2 + dy2 + dz2 − c2dt2,

i.e., the nondegenerate bilinear form a : R4 × R4 → R given by

a((x, t), (y, s)) := x1y1 + x2y2 + x3y3 − c2ts,

we may define the Hodge operator relative to the Lorentz metric by

ω ∧ η =: a(∗ω, η) dx ∧ dy ∧ dz ∧ c dt.

Now, Hodge’s operator acts on forms as follows:⎧⎪⎪⎨⎪⎪⎩
∗d̂xi = −dxi ∧ c dt,

∗(dxi ∧ c dt) = d̂xi,

∗∗ = − Id;

and it is easily seen that β = ∗α. If we set δα := − ∗ d ∗ α, (4.76) rewrites
in empty space as self-dual equations with respect to the Lorentz metrics{

dα = 0,

δα = 0.

Let us make a few remarks on some consequences of (4.76). The equa-
tion dγ = 0 that simply follows differentiating the second of (4.76) is, in
terms of fields, the continuity equation involving currents and charges,

div j+
∂ρ

∂t
= 0.

The separation of the equations relative to the electric and magnetic
fields may be performed by means of potentials when we operate in a
domain Ω of the space-time that is contractible. In fact, in this case, there
is a 1-form λ such that dλ = α. If

λ = A1 dx
2 + A2 dx

2 +A3 dx
3 + φ c dt,

A = (A1, A2, A3) is called the vector potential and φ is called the scalar
potential, The equation dλ = α that replaces the first of (4.76) corresponds,
in terms of fields, to the equations
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Figure 4.11. Michael Faraday (1791–1867) and James Clerk Maxwell (1831–1879).

⎧⎨⎩rotA = B,

∇φ− 1

c

∂A

∂t
= E.

Replacing in (4.75), we conclude with a system of two second order equa-
tions that are equivalent to Maxwell equations⎧⎪⎨⎪⎩

Δφ+
1

c

∂

∂t
divA = −4πρ,

ΔA− 1

c2
∂2A

∂t2
−∇

(
divA+

1

c

∂φ

∂t

)
= −4π

c
j.

(4.77)

However, the equations in (4.77) are still coupled, but we have a certain
freedom in choosing the potential λ. In fact, if dλ1 = dλ2 = α, then
d(λ1 −λ2) = 0 and, in a simply connected region, λ1 −λ2 = df . Replacing

A with A := A+∇f , and φ with φ := φ − 1
c
∂f
∂t , where f is an arbitrary

function, (4.77) still hold. If we now choose f as a solution of the wave
equation

Δf − 1

c2
∂2f

∂t2
= −divA− 1

c

∂φ

∂t

and we set A := A+∇f and φ := φ− 1
c
∂f
∂t , then

divA+
1

c

∂φ

∂t
= 0,

and the equations in (4.77) decouples into wave equations with velocity of
propagation c: ⎧⎪⎪⎨⎪⎪⎩

Δφ− 1

c2
∂2φ

∂t2
= −4πρ,

ΔA− 1

c2
∂2A

∂t2
= −4π

c
j.
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Figure 4.12. William Hodge (1903–1975)
and the frontispiece of the monograph
on Calculus of Variations of Charles
Morrey (1907–1984).

4.96 Poynting flux-energy. The Poynting flux-energy vector is defined
by

S :=
c

4π
E×H

or, in terms of forms, as the field S = (S1, S2, S3) such that

S1 dx
2 ∧ dx3 − S2 dx

1 ∧ dx3 + S3 dx
1 ∧ dx2 :=

c

4π
ω1 ∧ ω3.

Proposition (Poynting). The following conservative law holds:

1

4π

∂B

∂t
•H + E • j +

1

4π
E •

∂D

∂t
+ divS = 0.

Proof. Taking into account (4.73) and (4.74), it suffices to remark that divS dx1∧dx2∧
dx3 = c

4π
d(ω1 ∧ ω3) and compute

d(ω1 ∧ ω3) = dω1 ∧ ω3 − ω1 ∧ dω3 =
(
− 1

c

∂ω2

∂t

)
∧ ω3 − ω1 ∧

(4π
c
ω5 +

1

c

∂ω4

∂t

)
= −1

c

∂ω2

∂t
∧ ω3 − 4π

c
ω1 ∧ ω5 − 1

c
ω1 ∧ ∂ω4

∂t
.

��

Finally, if D = kE and B = μH, where k and μ are constant, called
the dielectric and magnetic permeability of the means, respectively, then
the Poynting theorem takes the form of a continuity equation

∂u

∂t
+ divS = −E • j ,
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where

u :=
1

8π
(k|E|2 + μ|H|2)

is the density of energy of the field.

4.6 Exercises
4.97 ¶. Let A,B ∈ Mn,n(R). Prove that

det(A +B) =
∑
α,β

|α|=|β|

σ(α, α)σ(β, β)Mβ
α (A)Mβ

α (B).

As a special case, apply the result to compute the characteristic polynomial of a matrix
A.

4.98 ¶ Binet’s formula. Let A,B ∈ Mn,n(R). Show that for every couple of multi-
indices α and β with 1 ≤ |α| = |β| ≤ b, we have

Mβ
α(BA) =

∑
|β′|=|β|

Mβ
β′(B)Mβ′

α (A).

4.99 ¶. Let ω1 and ω2 be two differential forms in Ω ⊂ Rn, ω1 being closed and ω2

being exact. Show that ω1 ∧ ω2 is exact in Ω.

4.100 ¶ Volume form of a hypersurface. Let f : Rn → R be a function of class
C1 and

Γ := {x | f(x) = 0}.
Suppose that Df(x) �= 0 on Γ so that Γ is oriented by ∇f/|∇f |. Show that

Hn−1(Γ) =

∫
Γ
ω,

where ω is the (n− 1)-form

ω :=
n∑

i=1

(−1)i−1 ∂f

∂xi
d̂xi.

4.101 ¶. Let ω(x) :=
∑n

i=1
xi

|x|n dxi. Show that ω is a solution of the self-dual equa-

tions dω = 0 and δω = 0 in Rn \ {0}.

4.102 ¶. Let E(x) : Rn \ {0} → R be a central field, i.e., E(x) = ϕ(x) x
|x| , where

ϕ : Rn\{0} → R. Show that E is conservative if and only if E is radial, i.e. ϕ(x) = f(|x|).

4.103 ¶. Show that

|Du|2 = tr(Du)2 + | rotu|2,
| rotu|2 = |u • rotu |2 + |u× rotu|2,
tr(Du)2 − (div u)2 = div ((∇u)u − (div u)u).
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4.104 ¶. Let U be an admissible open set in Rn and η an (n − 2)-form with C2

coefficients in an open neighborhood of U . Show that∫
∂U

dη = 0.



5. Measures and Integration

In this chapter we deal with the construction and the properties of
Lebesgue measure and Lebesgue integral and, more generally, with the
abstract measure and integration theory, providing proofs and details that
we avoided in Chapter 2 of [GM4].

The chapter is organized as follows. In Section 5.1 we present a detailed
construction of Lebesgue’s measure (including measurable sets, Cantor-
type sets and nonmeasurable sets) and Vitali’s characterization of Riemann
integrable functions. We then extend the analysis of the process of con-
struction of Lebesgue’s measure in view of the discussion of general mea-
sures, starting from Carathéodory’s characterization of measurable sets.

In Section 5.2 we deal with integration with respect to a measure and
the two fundamental theorems for the calculus of integral for functions in
several variables, Fubini theorem and the theorem of change of variables
are discussed in Sections 5.3 and 5.4.

5.1 Measures

5.1.1 Set functions and measures

Let us begin with a few definitions. Here X will denote a generic set. We
recall that for a generic subset E ofX , Ec := X\E denotes the complement
of E in X and P(X) denotes the family of all subsets of X . A family E of
subsets of X is then a subset of P(X), E ⊂ P(X).

A set function on X is a couple (E , μ) of a family of subsets E of X
that contains the empty set and of a nonnegative function μ : E → R+

such that μ(∅) = 0. A set function (E , μ) on X is said to be

(i) monotone if for all E,F ∈ E with E ⊂ F , we have μ(E) ≤ μ(F ),
(ii) additive if for every finite family of pairwise disjoint sets E1, . . . EN ∈

E with ∪kEk ∈ E , we have μ(∪kEk) =
∑N

k=1 μ(Ek),
(iii) σ-additive or countably additive if for every sequence of pairwise

disjoint subsets {Ek} ⊂ E with ∪kEk ∈ E , we have μ(∪kEk) =∑∞
k=1 μ(Ek),

_5, 
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(iv) σ-subadditive or countably subadditive if for every family of subsets
{Ek} ⊂ E with ∪kEk ∈ E , we have μ(∪kEk) ≤

∑∞
k=1 μ(Ek).

The symbol
∑∞

k=1 μ(Ek) is the sum of the series of positive terms {μ(Ek)}.
Recall, see [GM2], that the sum of a series of positive terms exists finite
or +∞ and is invariant under reordering.

5.1 Definition. An outer measure μ∗ on a set X is a set function
(P(X), μ∗) that is monotone and σ-subadditive.

It is convenient to set also a language to denote families of subsets
of a set, that are stable under union, intersection or under passage to
complement. We say that a family A ⊂ P(X) of subsets of a set X is an
algebra if ∅, X ∈ A and E ∪ F , E ∩ F and Ec ∈ A whenever E,F ∈ A.

We say that A is a σ-algebra if A is an algebra and for every sequence
of subsets {Ek} ⊂ A, we also have ∪kEk and ∩kFk ∈ A. In other words,
if we operate on sets of a σ-algebra with differences, countable unions or
intersections, we get sets of the same σ-algebra; we also say that a σ-algebra
is closed with respect to differences, countable unions and intersections.

Let A ⊂ P(X) be a family of subsets of X . It is readily seen that the
class

B :=
⋂{

C
∣∣∣ C ⊃ A, C is a σ-algebra

}
is again a σ-algebra, hence the smallest σ-algebra containing A. We say
that B is the σ-algebra generated by A.

The smallest σ-algebra B ⊂ P(Rn) containing the open sets of Rn is
called the σ-algebra of Borel sets.

5.2 ¶. Let A ⊂ P(X) be a family of subsets of X and B the σ-algebra generated by
A. Show that

B =
{
B
∣∣∣B ∈ S for all σ-algebra S ⊃ A

}
.

5.3 Definition. A measure on a set X is the couple (E , μ) of a σ-algebra
E ⊂ P(X) of subsets of X and of a σ-additive set function μ : E → R+.

We also say that μ is a measure on the measurable space (X, E), or
that (X, E , μ) is a measure space.

We explicitly state that, if (E , μ) is a measure, then we have the fol-
lowing:

(i) E is a σ-algebra.
(ii) μ(∅) = 0.
(iii) For E,F ∈ E with E ⊂ F we have μ(E) ≤ μ(F ).
(iv) If {Ek} ⊂ E , then μ(∪kEk) ≤

∑∞
k=1 μ(Ek).

(v) If {Ek} ⊂ E is a disjoint sequence, then μ(∪kEk) =
∑∞

k=1 μ(Ek).
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a. Continuity properties of measures

A sequence of subsets {Ek} of X is said to be increasing if Ek ⊂ Ek+1

∀k and decreasing if Ek ⊃ Ek+1 ∀k. The following theorem of monotone
convergence for measures is a consequence of the countable σ-additivity.

5.4 Theorem (Monotone convergence for measures). Let (E , μ) be
a measure on X. We have the following:

(i) If {Ek} is an increasing sequence of sets in E, then limk→∞ μ(Ek) =
μ(∪kEk).

(ii) If {Ek} is a decreasing sequence of sets in E and μ(E1) < +∞, then
limk→∞ μ(Ek) = μ(∩kEk).

Proof. (i) From μ(Ek) ≤ μ(∪kEk) for every k, the claim is trivial if μ(Ek) = +∞
for some k. We may therefore assume μ(Ek) < ∞ for all k. We set E := ∪kEk and
decompose E as

E = E1

⋃( ∞⋃
k=2

(Ek \ Ek−1)
)
.

The sets E1 and Ek \ Ek−1, k ≥ 1, are, of course, in E and pairwise disjoint. Because
of the σ-additivity of μ, we then have

μ(E) = μ(E1) +
∞∑

k=2

μ(Ek \Ek−1) = μ(E1) +
∞∑

k=2

(μ(Ek)− μ(Ek−1)) = lim
k→∞

μ(Ek).

(ii) Since μ(E1) < +∞ and Ek ⊂ E1, we have μ(Ek) = μ(E1) − μ(E1 \ Ek) for all k.
Since {E1 \ Ek} is an increasing sequence of sets, we deduce from (i) that

μ(E1)− lim
k→∞

μ(Ek) = lim
k→∞

μ(E1 \ Ek) = μ
(⋃

k

(E1 \ Ek)
)
= μ(E1)− μ

(⋂
k

Ek

)
.

��

5.1.2 Lebesgue’s measure

a. Lebesgue’s outer measure

An n-dimensional interval of extreme points a = (a1, . . . , an) and b =
(b1, . . . , bn) in Rn, ai < bi ∀i, is the semiclosed plurirectangle of Rn

I = I(a, b) :=
{
x ∈ Rn

∣∣∣ ai < x ≤ bi, i = 1, . . . , n
}
=

n∏
i=1

]ai, bi].

We denote its volume by |I|, and, of course,

|I| =
n∏

i=1

(bi − ai).

It is convenient to consider semiclosed intervals since they stack nicely; we
can put them along without intersections to form new figures and cover,
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for instance, the whole of Rn. The family of intervals of Rn is denoted by
I.

Given any subset E ⊂ Rn, we cover E by intervals; the sum of the
elementary volumes of these intervals gives us an estimate from above
of the “measure of E”. Allowing denumerable coverings, we then set the
following.

5.5 Definition. The Lebesgue’s outer measure of a subset E ⊂ Rn is
defined as

Ln∗(E) := inf
{ ∞∑
k=1

|Ik|
∣∣∣ Ik ∈ I, E ⊂

∞⋃
k=1

Ik

}
.

5.6 Theorem. (P(Rn),Ln∗) is actually an outer measure in Rn. More-
over, Ln∗(I) is the elementary measure |I| of I, if I is an interval.

Proof. According to the properties of the infimum, clearly Ln∗ is a monotone set
function defined on P(X). Let us prove that Ln∗ is σ-subadditive. Consider a fam-
ily {Ej} ⊂ P(X); it is not restrictive to assume Ln∗(Ej) < ∞ for all j. For any given

ε > 0, for every j we consider a denumerable covering {I(j)k } of Ej made by intervals

such that
∑∞

k=1 Ln∗(I(j)k ) ≤ Ln∗(Ej)+ε2−j . Then {I(j)k }k,j is a denumerable covering
of ∪jEj and we have∑

k,j

|I(j)k | ≤
∞∑
j=1

( ∞∑
k=1

|I(j)k |
)

≤
∞∑
j=1

(
Ln∗(Ej) + ε2−j

)
=

∞∑
j=1

Ln∗(Ej) + ε,

i.e., Ln∗(∪jEj) ≤ ∑∞
j=1 Ln∗(Ej) + ε. This proves the σ-additivity of Ln∗, ε being

arbitrary. Therefore, (P(Rn),Ln∗) is an outer measure.
Let I be an interval. From the definition of Ln∗ we have Ln∗(I) ≤ |I|. Given ε > 0,

consider a denumerable covering {Ik} of Imade by intervals, ∪∞
k=1Ik ⊃ I such that∑∞

k=1 |Ik| < Ln∗(I) + ε. For each k we choose an interval Jk that contains strictly Ik
such that |Jk| ≤ |Ik|+ ε 2−k. The family {int(Jk)}k is an open covering of the compact

set I, hence there are finitely many indices k1, k2, . . . kN such that I ⊂ ∪N
i=1 int(Jki

).

Since, of course, |I| ≤∑N
i=1 |Iki

|, we have

|I| ≤
∞∑

k=1

|Jk| ≤
∞∑

k=1

(|Ik|+ ε2−k) =
∞∑

k=1

|Ik|+ ε,

i.e., |I| ≤ Ln∗(I). ��

5.7 ¶. Prove that a point has zero Lebesgue outer measure. Since the denumerable
union of sets of zero measure has zero outer measure, conclude that the set of rationals
in R, Q ⊂ R, has zero Lebesgue outer measure in R.

5.8 ¶. Prove that the boundary of an interval in Rn has zero Ln∗ outer measure.

b. On the additivity of Ln∗

The Lebesgue outer measure has the advantage of being defined on all
subsets of Rn. However, it has the disadvantage of not being additive
in general: There are disjoint sets E and F such that Ln∗(E ∪ F ) <
Ln∗(E)+Ln∗(F ), see Corollary 5.22 and Proposition 5.23 below, although,
in general, the following holds.
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5.9 Proposition (Test of Carathéodory). If for E,F ⊂ Rn we have

dist(E,F ) := inf
{
|x− y|

∣∣∣x ∈ E, y ∈ F
}
> 0,

then Ln∗(E ∪ F ) = Ln∗(E) + Ln∗(F ).

5.10 ¶. Prove Proposition 5.9. [Hint. Use the definition of Ln∗ after noticing that if
E = ∪kIk and δ > 0, one can find disjoint intervals I ′j such that E = ∪jI′j , diam(I′j) ≤ δ

∀j and
∑∞

j=1 |I ′j | ≤
∑∞

k=1 |Ik|.]

c. Approximation by denumerable unions of intervals:
Measurable sets

5.11 Definition. A subset E ⊂ Rn is said to be Lebesgue measurable or
Ln-measurable or simply measurable if for all ε > 0 there is a denumerable
union of intervals P such that

P ⊃ E and Ln∗(P \ E) < ε.

The class of Lebesgue measurable sets is denoted by M. For a measurable
set E we write Ln(E) or |E| instead of Ln∗(E).

The family of measurable sets is quite wide. In fact, sets of zero mea-
sure, to which we shall refer to as zero sets, are measurable. Intervals and
denumerable unions of intervals are also trivially measurable; since every
open set is the union of denumerable many intervals, open sets are mea-
surable, too.

However, there are nonmeasurable sets, see Theorem 5.21. In this re-
spect, we notice that measurability is rather tricky. For instance, for every
set E ⊂ Rn with Ln∗(E) < +∞ and for every ε > 0 we find a denumerable
union of intervals P = ∪kIk, such that

Ln∗(P ) =

∞∑
k=1

|Ik| ≤ Ln∗(E) + ε.

Since the outer measure is subadditive, we also know that Ln∗(P ) ≤
Ln∗(E) + Ln∗(P \ E); we have no easy way to infer that Ln∗(P \ E) < ε.

Finally, notice that Definition 5.11 is quite natural in view of the fol-
lowing claim.

5.12 Proposition. A subset E ⊂ Rn with Ln∗(E) < +∞ is measurable
if and only if for all ε > 0 there is a finite union of intervals F such that
Ln∗(FΔE) < ε.1

The point is that, in general, F does not contain E and is not contained
in it.

5.13 ¶. Prove Proposition 5.12.

1 Recall that the symmetric difference of two sets A,B ⊂ Rn is defined by AΔB :=
(A \B) ∪ (B \A).
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d. Measurable sets and additivity

The next theorem together with the simple corollary that follows illus-
trate the structural properties of measurable sets and the behavior of the
Lebesgue outer measure on the family of measurable sets.

5.14 Theorem. The class of Lebesgue measurable sets M is a σ-algebra
of subsets of Rn and (M,Ln∗) is a measure in Rn. Moreover, E is mea-
surable if and only if for all ε > 0 there are a closed set F and an open set
A with F ⊂ E ⊂ A such that Ln(A \ F ) < ε.

5.15 Corollary. Let E ⊂ Rn. The following claims are equivalent:

(i) E is Lebesgue measurable.
(ii) For all ε > 0 there is an open set A with A ⊃ E such that Ln∗(A\E) <

ε.
(iii) For all ε > 0 there is a closed set F with F ⊂ E ⊂ A such that

Ln∗(E \ F ) < ε.
(iv) There exists a decreasing sequence of open sets {Ak} containing E

and a zero set N such that E = (∩kAk) \N .
(v) There exists an increasing sequence of closed sets {Fk} contained in

E and a zero set N such that E = (∪kFh) ∪N .

5.16 ¶. Prove that E is measurable if and only if there is a Borel set B such that
B ⊃ E and Ln∗(B \ E) = 0, or if and only if there is a Borel set C such that C ⊂ E
and Ln∗(E \ C) = 0.

Deduce that M is the σ-algebra generated by the open sets (or the intervals) and
the null sets for Ln∗.

Proof of Theorem 5.14. We outline the proof and leave to the reader the task of com-
pleting it specifying all needed details. We proceed by steps, noticing that we already
know the first three steps.

(i) Sets of zero outer measure are measurable.

(ii) Open sets are measurable.

(iii) E is measurable if and only if for all ε > 0 there is an open set A ⊃ E with
Ln∗(A \ E) < ε.

(iv) The denumerable union of measurable sets is measurable. Given ε > 0 for each
Ek, we choose an open set Ak ⊃ Ek with Ln∗(Ak \ Ek) < ε2−k. Then ∪kAk is open,
∪kAk ⊃ ∪kEk and Ln∗(∪kAk \ ∪kEk) = Ln∗(∪k(Ak \ Ek)) ≤ ε.

(v) Let {Ik} be a finite number of disjoint intervals. We have Ln∗(∪N
k=1Ik) =∑N

k=1 Ln∗(Ik). For each k, let Jk be an interval that is strictly contained in Ik with

Ln∗(Ik) = |Ik| ≤ |Jk|+ ε2−k = Ln∗(Jk)+ ε2−k so that the intervals Jk have a positive
distance from each other. Proposition 5.9 then yields

N∑
k=1

Ln∗(Ik) =
N∑

k=1

|Ik| ≤
N∑

k=1

|Jk|+ ε = Ln∗
(⋃

k

Jk

)
+ ε ≤ Ln∗

(⋃
k

Ik

)
+ ε,

and, ε being arbitrary and Ln∗ subadditive, we conclude

N∑
k=1

Ln∗(Ik) = Ln∗
( N⋃

k=1

Ik

)
.
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(vi) Closed sets are measurable. Let F be a compact set and, for ε > 0, let A be an
open set with Ln∗(A) ≤ Ln∗(F ) + ε. Since A \ F is open, we can write A \ F = ∪kIk,
where Ik are intervals that do not overlap and Ln∗(A \F ) ≤∑k |Ik|. In order to prove
that F is measurable, it suffices to show that

∑
k |Ik| < ε. We have

A = F ∪
( ∞⋃

i=1

Ik

)
⊃ F

⋃( N⋃
i=1

Ik

)
.

Since F and ∪N
i=1Ik are disjoint and compact, we infer dist(F,∪N

1 Ik) > 0, hence, by
Proposition 5.9,

Ln∗(A) ≥ Ln∗
(
F
⋃( N⋃

1

Ik

))
= Ln∗(F ) + Ln∗

( N⋃
1

Ik

)
and, because of (iv),

N∑
k=1

|Ik| = Ln∗
( N⋃

1

Ik

)
≤ Ln∗(A)− Ln∗(F ) ≤ ε ∀N.

This shows that compact sets are measurable. Since every closed set F is the denumer-

able union of compact sets, F = ∪kFk with Fk := {x ∈ F
∣∣∣ |x| ≤ k}, we conclude that

F = ∪kFk is measurable by (ii).

(vii) The complement of a measurable set is measurable. Assume E is measurable and
for every integer k choose an open set Ak with E ⊂ Ak and Ln∗(Ak \ E) < 1/k. Then

Ec =
(⋃

k

Ac
k

)⋃(
Ec \

⋃
k

Ac
k

)
.

From (iv) and (vi) we infer that ∪kA
c
k is measurable. On the other hand, we have

Ec \
(⋃

k

Ac
k

)
⊂ Ec \Ac

k = Ak \ E ∀k,

hence

Ln∗
(
Ec \

⋃
k

Ac
k

)
= 0,

i.e., Ec is the union of a measurable and a zero set. This shows that Ec is measurable.
Of course, claims (iv) and (vii) prove that M is a σ-algebra.

(viii) E is measurable if and only if for all ε > 0 there is a closed set F contained in
E such that Ln∗(E \ F ) < ε. This follows from (iii) applied to Ec and proves the last
part of the claim.

(ix) The outer measure is σ-additive on M. Let {Ek} be a family of disjoint sets.
Assume that they are also bounded. For all k we find an open set Ak and a closed set
Fk with Fk ⊂ Ek ⊂ Ak and Ln∗(Ak \ Fk) < ε 2−k. Moreover, the sets Fk are compact
and disjoint, thus with positive distance. Proposition 5.9 then implies

Ln∗
( N⋃

k=1

Fk

)
=

N∑
k=1

Ln∗(Fk) ∀N,

consequently,

Ln∗
(⋃

k

Ek

)
≥

∞∑
k=1

Ln∗(Fk) ≥
∞∑

k=1

(Ln∗(Ek)− ε 2−k) =
∞∑

k=1

Ln∗(Ek)− ε,

from which we easily get
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Ln∗
( ∞⋃

k=1

Ek

)
=

∞∑
k=1

Ln∗(Ek).

In the case that the Ek’s are not necessarily bounded, it suffices to consider

Ek,j := Ek ∩ (Bj \Bj−1),

where Bj is the open ball centered at the origin with radius j and to compute

Ln∗
(⋃

k

Ek

)
= Ln∗

(⋃
k,j

Ek,j

)
=
∑
k,j

Ln∗(Ek,j)

=
∞∑

k=1

( ∞∑
j=1

Ln∗(Ek,j)
)
=

∞∑
k=1

Ln∗(Ek).

��

5.17 Definition. The measure (M,Ln∗) is called the n-dimensional Le-
besgue measure in Rn. For E ∈ M we write Ln(E), instead of Ln∗(E) or
even |E| when the dimension n is clear from the context.

For the reader’s convenience we collect in the next proposition some
of the properties of the Lebesgue measure and Lebesgue measurable sets
that are simple consequences of Theorem 5.14.

5.18 Proposition. We have the following:

(i) ∅, Rn are measurable sets.
(ii) If E,F ∈ M, then E ∪F , E \F , E ∩F ∈ M and |E ∪F |+ |E∩F | =

|E|+ |F |.
(iii) If E,F ∈ M and E ⊂ F , then |E| ≤ |F |.
(iv) If {Ek} ⊂ M is a denumerable family of measurable sets, then ∪kEk,

∩kEk ∈ M and, if moreover the Ek’s are pairwise disjoint, then∣∣∣ ∞⋃
k=1

Ek

∣∣∣ = ∞∑
k=1

|Ek|.

(v) Intervals, denumerable unions of intervals, open and closed sets are
measurable.

(vi) E ∈ M if and only if for all ε > 0 there is an open set A ⊃ E with
Ln∗(A \ E) < ε.

(vii) E ∈ M if and only if for all ε > 0 there is a closed set F ⊂ E with
Ln∗(E \ F ) < ε.

(viii) If {Ek} ⊂ M is increasing, Ek ⊂ Ek+1 ∀k, then limk→∞ |Ek| =
|⋃∞

k=1 Ek|.
(ix) If {Ek} ∈ M is decreasing and |E1| < +∞, then limk→∞ |Ek| =

|⋂∞
k=1 Ek|.

5.1.3 A few complements

Here we add a few comments about measurability according to Riemann
and Lebesgue.
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a. A Riemann nonintegrable function

We begin by selecting a disjoint and denumerable family of open intervals
in [0, 1] as follows. Fix 0 < σ ≤ 1/3 and set C0 := [0, 1]. At step 0, we cut
in the center of [0, 1] an open interval A0,1 of length σ < 1/3; at step 1, in
the center of each two remaining closed intervals, we cut two open intervals
A1,0 and A1,1 of length σ/3. By induction, at step k, in the center of each
of the 2k closed intervals that remain from step k we cut 2k open intervals
Ak,j , j = 0, . . . , 2k − 1 of length σ/3k. Of course, the open intervals Ak,j

are pairwise disjoint,

Aσ :=

∞⋃
k=0

2k−1⋃
j=0

Ak,j

is open and, furthermore, Aσ is dense in [0, 1]. Finally,

L1(Aσ) =

∞∑
k=0

2k−1∑
j=0

|Ak,j | =
∞∑
k=0

2k
σ

3k
=

σ

1− 2/3
= 3σ.

The set Cσ := [0, 1] \ Aσ is clearly compact, measures 1 − 3σ according
to Lebesgue’s measure and does not contain intervals. Actually, Cσ is per-
fect (i.e., all of its points are accumulation points for Cσ) and it is not
denumerable.

Denote by f : R → R the characteristic function of Aσ,

f(x) :=

{
1 if x ∈ Aσ,

0 if x /∈ Aσ.

We claim that f is not Riemann integrable if σ < 1/3. In fact, since
f(x) = 1 on Aσ that is dense in [0, 1], the upper Riemann integral of f
is 1. On the other hand, since every minorant of f may differ from zero
only on Aσ, the lower Riemann integral of f cannot be larger than and,
actually, equal to

∞∑
k=0

2k−1∑
j=0

|Ak,j | = L1(Aσ) = 3σ.

Consequently, f is not Riemann integrable in [0, 1]. We emphasize that f
is the characteristic function of the union of denumerable open intervals
that are pairwise disjoint.

b. Cantor set

We have already discussed the autosimilarity of the Cantor set, see [GM2].
For the reader’s convenience we review the construction.

Let 0 < δ < 1/2 and E0 := [0, 1]. At step 0, we cut in the center of [0, 1]
the open interval A0 of size (1 − 2δ) and set E1 := [0, 1] \ A0. At step 1,
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we cut at the center of the two remaining intervals two open intervals A1,0

and A1,1 of length δ(1−2δ) and set E2 := E1 \ (A1,0∪A1,1). By induction,
at step k, we cut at the center of the 2k remaining closed intervals 2k open

intervals Ak,j of length δk(1− 2δ) and set Ek+1 := Ek \ (∪2k−1
k=0 Ak,j). The

Cantor set Cδ is then defined by

Cδ :=
⋂
k

Ek

or, equivalently, as

Cδ = [0, 1] \Aδ where Aδ :=

∞⋃
k=0

2k−1⋃
j=0

Ak,j .

By construction, Aδ is an open dense set in [0, 1] made by a disjoint union
of denumerable open intervals, hence

|Aδ| =
∞∑
k=0

2kδk(1 − 2δ) = 1.

Therefore, the Cantor set Cδ is nonempty, compact with no interior points
and zero measure, |Cδ| = 0.

c. Cantor ternary set

In the case δ = 1/3, Cδ has another description. Represent the numbers in
[0,1] in basis 3, i.e., with digits 0, 1 and 2. It is readily seen that x ∈ Ak =
∪jAk,j if and only if the k + 1 digit of x is 1, hence

C1/3 =
{
x =

∞∑
k=1

αk

3k

∣∣∣ ak ∈ {0, 2}
}
.

In particular, see [GM2], C1/3 is not countable.

5.19 ¶. Show that there are Lebesgue measurable sets that are not Borel sets. [Hint.
The class of Borel sets is generated from the intervals with rational extreme points,
hence it has the power of reals. Parts of the Cantor set C1/3 are measurable and form
a set with power larger than the power of R, since the cardinality of C1/3 equals the

cardinality of R.]

d. Cantor–Vitali function

The Cantor–Vitali function is in some sense naturally associated to the
ternary set C := C1/3. With reference to the notation used up to now

we set Ak := ∪2k−1
j=0 Ak,j , i.e., the union of the intervals cut at step k and

E0 := [0, 1],Ek+1 := Ek\Ak. We define fk : [0, 1] → [0, 1] as the continuous
function
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fk(0) = 0, fk(1) = 1,

fk(x) =
j + 1

2h+1
if x ∈ Ah,j , j = 0, . . . , 2h − 1, h = 1, . . . , k;

fk is linear on each interval of [0, 1] \Ak. In formula,

fk(x) =
(3
2

)k ∫ x

0

χEk
(t) dt.

By construction, fk is piecewise linear, increasing, fk+1 = fk on each Ak,j

and |fk−fk+1| ≤ 2−k. In particular, the series
∑∞

k=1(fk−fk−1) converges
uniformly in [0, 1]. If we denote by f the uniform limit of {fk},

f(x) := lim
k→∞

fk(x),

we then have f(0) = 0, f(1) = 1, f is continuous and increasing in [0, 1]
and f is constant on each interval Ak,j of [0, 1]\C. Since each Ak,j is open,
f has zero derivative in [0, 1] \C. Notice that the image of C via f covers
[0, 1] except for the denumerable set {j/2k | j = 0, . . . , 2k, k ≥ 1}.

Actually, the approximating functions {fk} are equi-Hölder-continuous
with exponent α := log 2/ log 3. To prove this, it suffices to show that fk
is Hölder-continuous with exponent α in [0, 3−k]. Since in [0, 3−k], fk is
linear with slope (3/2)k, we compute for 0 ≤ x < y ≤ 3−k

|fk(x) − fk(y)| ≤
(3
2

)k
|x− y| =

(3
2

)k
|x− y|1−α|x− y|α

≤
(3
2

)k(1
3

)k(1−α)

|x− y|α = |x− y|α,

as 3−α = 1/2. A consequence is that the Cantor–Vitali function is Hölder-
continuous with exponent α.

e. Lebesgue nonmeasurable sets

In spite of the generality of the notion of Lebesgue measurable sets, there
still exist nonmeasurable sets in the sense of Lebesgue. Examples are not
constructive and involve the axiom of choice, see [GM2]. This is not for-
tuitous; in fact, Robert Solovay (1938– ) has proved that the existence of
a nonmeasurable set implies the validity of the axiom of choice.

First we state the following.

5.20 Lemma. Let E ⊂ R be a measurable set with |E| > 0. Then the set
of differences {x− y |x, y ∈ E} contains an open interval ]− δ, δ[, δ > 0.

Proof. Of course, we may assume that |E| < +∞. Fix ε > 0 and let A be an open set
with E ⊂ A and |A| < (1 + ε)|E|. We may also assume that A is a denumerable union
of intervals (that are left-open and right-closed) that are disjoint, A = ∪kIk. We then
set Ek := E ∩ Ik. Of course, since E is measurable, |E| =∑∞

k=1 |Ek|, and, since
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Figure 5.1. A page from a paper of Giuseppe Vitali (1875–1932) and the frontispiece of
Théorie des Fonctions by Emile Borel (1871–1956).

0 < (1 + ε)|E| − |A| =
∞∑

k=1

((1 + ε)|Ek| − |Ik|),

we can find kε such that |Ekε |(1 + ε) > |Ikε |. If we choose, for instance, ε := 1/3,
I := Ikε and F := Ekε , we then have

F ⊂ I, F ⊂ E and |I| ≤ 4

3
|F |.

Finally, we choose δ := |I|/2 and prove that the translated F d of F by any number d
with |d| < δ has points in common with F . In fact, suppose that for some d, 0 < |d| < δ,
F and F d were disjoint, then

2 |F | = |F |+ |F d| = |F ∪ F d| ≤ |I|+ |d| ≤ |I|+ δ =
3

2
|I|,

which contradicts |I| < 4/3|F |. In other words, we have proved that for all d with |d| < δ
there exist x, y ∈ F with |x− y| = d, and this is just the claim of the lemma. ��

5.21 Theorem (Vitali). There exist Lebesgue nonmeasurable sets in R.

Proof. We say that x, y ∈ R are equivalent if x− y is rational and denote by E the set
of equivalence classes defined this way. Of course, equivalent classes are disjoint: One is
the class of all rationals and the others have a form such as {x =

√
2+ r | r ∈ Q}. Each

class is denumerable, while E has the cardinality of R. According to Zermelo’s axiom
of choice, we may consider a set E ⊂ R consisting of exactly one element from each
distinct equivalence class. Since any two points of E must differ by an irrational, the
numbers in the set Δ := {x − y | x, y ∈ E} cannot contain an interval; thus, according
to Lemma 5.20, either E is not measurable or |E| = 0. Since the union of the rational
translates of E is all of R, it is excluded that |E| = 0 (as this would imply |R| = 0). We
conclude that E is not measurable. ��
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5.22 Corollary. Any set A ⊂ R with L1∗(A) > 0 contains a nonmeasur-
able set.

Proof. Let E be Vitali’s nonmeasurable set in the proof of Theorem 5.21 and Er be
the translated of E by r. As in the proof of Theorem 5.21, either |A∩Er| = 0 or A∩Er

is nonmeasurable since Δ = {x− y | x, y ∈ A ∩ Er} cannot contain an interval. On the
other hand, A clearly decomposes as the denumerable union of disjoint sets

A =
⋃
r∈Q

(A
⋂

Er).

Since L1∗(A) > 0, A ∩ Er need to be not measurable for some r. ��

Other examples of nonmeasurable sets are available. One that is close
to Vitali’s example is the following: The basis of R as vector space over Q is
nonmeasurable. Zermelo’s axiom is used in order to establish the existence
of a basis of R over Q.

The celebrated Banach–Tarski paradox states that we may split the
unit ball of R3 in three disjoint pieces A,B and C, each congruent to the
other (superimposable by means of a rotation and a translation) and each
with (outer) measure equal to the measure of the entire ball. Of course,
the three parts are nonmeasurable.

5.1.4 Abstract measures

a. Measurability according to Carathéodory

A first attempt to define a class M on which an outer measure is additive
is to select all sets E for which the outer measure is indeed additive, i.e.,
the sets E such that

Ln∗(Ω ∪ E) = Ln∗(E) + Ln∗(Ω)

for all subsets Ω that are disjoint from E, or, equivalently,

Ln∗(A) = Ln∗(A ∩E) + Ln∗(A ∩ Ec) ∀A, A ⊃ E,

where Ec := X \ E. However, we would like M to be a σ-algebra. As
proved by Carathéodory, a localization of the previous condition suffices
to characterize Lebesgue measurable sets.

5.23 Proposition (Carathéodory). E is Lebesgue measurable if and
only if

Ln∗(A ∩E) + Ln∗(A ∩ Ec) = Ln∗(A) ∀A ⊂ Rn. (5.1)

In other words, Lebesgue measurable sets are those which split every set
into pieces that are additive with respect to the outer measure.
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Proof. Suppose E is measurable. For every measurable set I we, of course, have

Ln∗(I ∩E) + Ln∗(I ∩ Ec) = Ln∗(I).

In view of the subadditivity of Ln∗, it suffices to prove

Ln∗(A ∩ E) + Ln∗(A ∩ Ec) ≤ Ln∗(A) ∀A ⊂ Rn,

in order to prove (5.1). It is not restrictive to assume, furthermore, that Ln∗(A) < ∞.
For every ε > 0, we choose a measurable set I such that I ⊃ A and Ln∗(I) ≤ Ln∗(A)+ε.
Then

Ln∗(A ∩ E) + Ln∗(A ∩ Ec) ≤ Ln∗(I ∩ E) + Ln∗(I ∩ Ec) ≤ Ln∗(I) ≤ Ln∗(A) + ε

and (5.1) is proved.
Conversely, suppose that (5.1) holds and, moreover, that E is bounded. For every

ε > 0 choose A open with A ⊃ E and Ln∗(A) < Ln∗(E) + ε; then (5.1) yields

Ln∗(A \ E) = Ln∗(A) −Ln∗(E) < ε,

which implies that E is measurable. We leave the case of E unbounded to the reader
as an exercise. ��

Carathéodory’s criterion in (5.1) is important because it characterizes
measurable sets merely in terms of the outer measures and, therefore,
suggests itself as a suitable definition of measurable sets for an arbitrary
outer measure.

5.24 Definition (Carathéodory). Let μ∗ be an outer measure on a set
X. We say that E ⊂ X is μ∗-measurable if

μ∗(A) = μ∗(A ∩E) + μ∗(A ∩ Ec) ∀A ⊂ Rn.

We denote by Mμ∗ the class of μ∗-measurable sets.

5.25 Theorem. For an outer measure μ∗ on X the class Mμ∗ of μ∗-
measurable subsets of X is a σ-algebra and (Mμ∗ , μ∗) is a measure on
X.

Proof. (i) First we observe that from Carathéodory’s definition of measurable subsets
we may easily infer that

a. μ∗ null sets are μ∗-measurable,
b. E is μ∗-measurable if and only if Ec is μ∗-measurable,
c. E is μ∗-measurable if and only if

μ∗(A ∩E) + μ∗(A ∩ Ec) ≤ μ∗(A)

for all A ⊂ X with μ∗(A) < ∞,
d. if E is μ∗-measurable and A ⊃ E and μ∗(A \ E) < ∞, then μ∗(E) = μ∗(A) −

μ∗(A \ E).

(ii) Let us prove that if E,F ∈ Mμ∗ , then E∪F , E∩F , E\F ∈ Mμ∗ and μ∗(E∪F ) =
μ∗(E) + μ∗(F ) if, moreover, E and F are disjoint.

Let A ⊂ X with μ∗(A) < ∞. We have

μ∗(A ∩ (E ∪ F )) + μ∗(A ∩ (E ∪ F )c)

≤ μ∗(A ∩E) + μ∗(A ∩ Ec ∩ F ) + μ∗(A ∩ Ec ∩ F c)

= μ∗(A ∩E) + μ∗(A ∩ Ec) = μ∗(A),
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hence E ∪ F ∈ Mμ∗ according to (c) of (i). Since E ∩ F = (Ec ∪ F c)c and E \ F =
E ∩ F c, we also infer that E ∩ F and E \ F ∈ Mμ∗ . Finally, the addition formula
μ∗(E ∪ F ) = μ∗(E) + μ∗(F ) follows from the μ∗-measurability of E.

(iii) If E1, E2 ∈ Mμ∗ are disjoint, for Ω := A ∩ (E1 ∪ E2) we have Ω ∩ E1 = A ∩ E1

and Ω ∩ Ec
1 = A ∩ E2. The measurability of E1 then yields

μ∗(A ∩ E1) + μ∗(A ∩ E2) = μ∗(A ∩ (E1 ∪ E2)) ∀A ⊂ X.

(iv) By induction from (ii) and (iii), we conclude that if {Ek} is a disjoint family of
μ∗-measurable sets, then for all integer N ∪N

k=1Ek ∈ Mμ∗ and

μ∗
(
A ∩

N⋃
k=1

Ek

)
=

N∑
k=1

μ∗(A ∩ Ek) ∀A ⊂ X.

(v) Let us prove that ∪∞
k=1Ek ∈ Mμ∗ if Ek ∈ Mμ∗ ∀k. We may write ∪kEk as the

union of measurable and disjoint sets⋃
k

Ek = E1 ∪
∞⋃

k=1

(Ek+1 \ Ek).

Consequently, we may assume that the Ek’s are measurable and pairwise disjoint. For
all integers p and any A ⊂ X (iv) yields

μ∗
(
A ∩

p⋃
k=1

Ek

)
+ μ∗

(
A ∩

( p⋃
k=1

Ek

)c) ≤ μ∗(A),

and

μ∗
(
A ∩

( p⋃
k=1

Ek

))
= μ∗

( p⋃
k=1

(A ∩ Ek)
)
=

p∑
k=1

μ∗(A ∩ Ek),

whereas

A ∩
( ∞⋃

k=1

Ek

)c ⊂ A ∩
( p⋃

k=1

Ek

)c ∀p.

Therefore,
∞∑

k=1

μ∗(A ∩ Ek) + μ∗
(
A ∩

( ∞⋃
k=1

Ek

)c) ≤ μ∗(A)

and the σ-subadditivity finally yields

μ∗
(
A ∩

( ∞⋃
k=1

Ek

))
+ μ∗

(
A ∩

( ∞⋃
k=1

Ek

)c)

≤
∞∑

k=1

μ∗(A ∩Ek) + μ∗
(
A ∩

( ∞⋃
k=1

Ek

)c) ≤ μ∗(A).

(vi) Let us prove that μ∗ is σ-additive on Mμ∗ . Let {Ek} be a disjoint family of
measurable sets and let p be an integer. According to (iii),

p∑
k=1

μ∗(Ek) = μ∗
( p⋃

k=1

Ek

)
≤ μ∗

( ∞⋃
k=1

Ek

)
,

hence
∑∞

k=1 μ
∗(Ek) ≤ μ∗(∪∞

k=1Ek). The proof is then concluded since the opposite
inequality follows from the σ-subadditivity of μ∗. ��

5.26 ¶. Give an explicit characterization of Mμ when μ is defined by
◦ μ(A) = # points (possibly ∞) in A,
◦ μ(A) = 1 if A �= ∅ and μ(∅) = 0.
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Figure 5.2. Emile Borel (1871–1956) and Constantin Carathéodory (1873–1950).

b. Construction of measures: Method I

The process that led us to Lebesgue’s measure extends to a more general
setting. Let I ⊂ P(X) be any family of subsets of X that contains the
empty set and let α : I → R+ be any set function (i.e., any map with
α(∅) = 0). Define a new set function μ∗ : P(X) → R+ by setting for all
E ⊂ X

μ∗(E) := inf
{ ∞∑

i=1

α(Ii)
∣∣∣ ∪i Ii ⊃ E, Ii ∈ I

}
(5.2)

(we understand μ∗(E) = +∞ if there is no sequence {Ii} ⊂ I such that
∪iIi ⊃ E). It is not difficult to prove the following.

5.27 Proposition. μ∗ : P(X) → R is an outer measure on X.

Consequently, by restricting μ∗ to the μ∗-measurable sets, we define a
measure (Mμ∗ , μ∗) in X , see Theorem 5.25. However, in general, we have
the following:

(i) The class of μ∗-measurable sets may reduce to {∅, X}.
(ii) μ∗ might not be in turn an extension of α.
(iii) The sets in I need not be μ∗-measurable.

However, in the following important case the previous irregularities do not
occur.

5.28 Definition. A family I ⊂ P(X) is called a semiring if ∅ ∈ I, for
all E and F in I we have E ∩ F ∈ I and we can decompose E \ F as
E \ F = ∪N

j=1Ij with pairwise disjoint Ij ∈ I.
Examples of semirings are trivially the family of intervals in Rn or any
algebra of subsets of a setX . Notice that if E,F ∈ I, where I is a semiring,
then E ∪ F = ∪jIj with pairwise disjoint Ij ∈ I.
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5.29 Theorem. Let α : I → R+ be a σ-additive set function defined on a
semiring I ⊂ P(X). Then α is monotone and σ-subadditive on I. More-
over, let μ∗ be the outer measure defined by (5.2), Mμ∗ the corresponding
class of μ∗-measurable sets and (Mμ∗ , μ∗) the measure associated to μ∗.
We have the following:

(i) μ∗ extends α.
(ii) E is μ∗-measurable if and only if we have

μ∗(I ∩ E) + μ∗(I ∩ Ec) ≤ μ∗(I) (5.3)

for all I ∈ I with μ∗(I) < +∞.
(iii) I ⊂ Mμ∗ .
(iv) For all E ⊂ X with μ∗(E) < +∞ there is a decreasing sequence of

sets {Fk} each being μ∗-measurable with μ∗(Fk) < ∞ and the union

of elements of I, Fk = ∪jI
(k)
j , such that E ⊂ ∩kFk and μ∗(∩kFk) =

μ∗(E).

Proof. Monotonicity of α is trivial. Let us prove the σ-subadditivity of α on I. In order
to do it, for I, Ik ∈ I, I ⊂ ∪kIk, we write I = ∪kHk, Hk := Ik ∩ I ∈ I and decompose
∪kHk as the disjoint union of

H1, H2 \H1, . . . ,Hp+1 \
( p⋃

k=1

Hk

)
, . . . .

Since I is a semiring, each piece of the previous set is a finite union of disjoint sets in
I. Hence I = ∪kHk is the union of disjoint sets {Jj} ⊂ I, where each Jj is contained
in at least one of the Hk = I ∩ Ik. The σ-additivity of α on I yields

α(I) = α
(⋃

j

Jj
)
=

∞∑
j=1

α(Jj) =
∞∑

k=1

( ∑
Ji⊂I∩Ik

α(Ji)
)
≤

∞∑
k=1

α(Ik ∩ I) ≤
∞∑

k=1

α(Ik).

Let now us discuss the properties of μ∗.
(i) μ∗(I) ≤ α(I) for all I ∈ I by definition of μ∗; the σ-subadditivity of α yields
α(I) ≤ ∑∞

k=1 α(Ik) whenever {Ik} ⊂ I and I ⊂ ∪kIk. Hence α(I) ≤ μ∗(I) and
α(I) = μ∗(I) for I ∈ I.
(ii) We need to prove that E is measurable if (5.3) holds. Let A ⊂ X with μ∗(A) < ∞
and, for ε > 0 let {Ik} be a sequence in I with ∪kIk ⊃ A and

∑∞
k=1 α(Ik) ≤ μ∗(A)+ ε.

We compute, because of the hypotheses and (i)

μ∗(A ∩E) + μ∗(A ∩ Ec) ≤ μ∗(
⋃
k

Ik ∩ E
)
+ μ∗

(⋃
k

Ik ∩ Ec
)

≤
∞∑

k=1

(
μ∗(Ik ∩E) + μ∗(Ik ∩ Ec)

)

≤
∞∑

k=1

μ∗(Ik) =
∞∑

k=1

α(Ik) ≤ μ∗(A) + ε.

Hence E is μ∗-measurable.

(iii) Let E ∈ I. For any I ∈ I the sets I ∩ E ∈ I and I \ E are unions of finitely many
disjoint sets in I, consequently (because of the additivity of α), α(I ∩E)+α(I ∩Ec) =
α(I) and, because of (i),
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μ∗(I ∩ E) + μ∗(I ∩ Ec) = α(I ∩ E) + α(I ∩ Ec) = α(I) = μ∗(I).

From (ii) we then conclude that E is μ∗-measurable.

(iv) Let E ⊂ X with μ∗(E) < +∞. For k = 1, 2, . . . , let {I(k)j } be sequences of elements

of I with ∪jI
(k)
j ⊃ E and

∑∞
j=1 α(I

(k)
j ) ≤ μ∗(E) + 2−k. For Fk := ∪jI

(k)
j , taking into

account the σ-subadditivity of μ∗ and (i), we get

μ∗(Fk) ≤
∞∑
j=1

μ∗(I(k)j ) =
∞∑
j=1

α(I
(k)
j ) ≤ μ∗(E) + 2−k.

Therefore, μ∗(Fk) < ∞, μ∗(∩kFk) = μ∗(E), while from (iii) we infer that Fk is μ∗-
measurable. ��

5.30 Corollary (Structure of measurable sets). Let α : I → R+ be
a σ-additive set function defined on a semiring I, let μ∗ be the outer
measure associated to α via (5.2) and let Mμ∗ denote the family of μ∗-
measurable sets. If E ⊂ X has a finite μ∗ measure, then E is μ∗-measurable
if and only if

E =
(⋂

k

Fk

)
\N, (5.4)

where μ∗(N) = 0 and {Fk} is a decreasing family of sets that are union of

elements of I, i.e., Fk+1 ⊂ Fk and Fk = ∪jI
(k)
j , I

(k)
j ∈ I.

Notice that the approximation property (5.4) holds for any set E ⊂ X
that is μ∗-measurable with μ∗(E) < +∞. Finally, notice that the last
restriction is natural, see Exercise 5.31.

5.31 ¶. Let I be the family of finite subsets of R and let α : I → R+ be defined

by α(A) := #A. Then μ∗ : P(R) → R+ is the counting measure, μ∗(A) = #A and
Mμ∗ = P(R). Show that sets E for which (5.4) holds are at most denumerable.

In fact, the class of sets for which (5.4) holds is slightly larger.

5.32 Definition. Let μ∗ be an outer measure on X. We say that E ⊂ X
is μ∗ σ-finite if E is the union of an increasing sequence {Ek} of sets with
finite measure. If X, and consequently each of its subsets, is μ∗ σ-finite,
we say that the outer measure μ∗ is σ-finite.

5.33 ¶. Under the hypotheses of Corollary 5.30, extend the characterization of measur-
ability in terms of the approximation property (5.4) to any E ⊂ X that is μ∗ σ-finite.

Deduce that if μ∗ is σ-finite, then Mμ∗ is the σ-algebra generated by I and the
null sets of μ∗.

5.34 ¶. Let (E, α) be a measure and let μ∗ and Mμ∗ be the measure constructed
starting from (E, α) by Method I. Show that μ∗(N) = 0 if and only if there exists E ∈ E
such that N ⊂ E and α(E) = 0.

Later we shall apply Method I to construct interesting new measures.
Here we notice that it yields an alternative approach to Lebesgue’s measure
with respect to the one in Section 5.1.2.
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5.35 Example (Lebesgue’s measure). Denote by I the class of left-closed intervals

of Rn and by | | : I → R+ the elementary measure of intervals. Then the definition of
Lebesgue’s outer measure in Definition 5.5 is exactly (5.2), and the following holds.

Proposition. I is a semiring and | | : I → R+ is a σ-additive set function on I.

Proof. It is easily seen that I is a semiring and that the elementary measure | | is finitely
additive. Let us prove that it is σ-subadditive. For that, let I and Ik be intervals with
I = ∪kIk and, for ε > 0 and any k denote by Jk an interval centered as Ik that contains
strictly Ik with |Jk| ≤ |Ik| + ε 2−k. The family of open sets {int(Jk)}k covers the

compact set I, hence we can select k1, k2, . . . kN such that I ⊂ ∪N
i=1 int(Jki

) concluding

|I| ≤
N∑
i=1

|Jki
| ≤

∞∑
k=1

|Jk| ≤
∞∑

k=1

(|Ik|+ ε2−k) ≤
∞∑

k=1

|Ik|+ 2ε,

i.e., that | | is σ-subadditive on I.
Suppose now that I = ∪kIk, where the {Ik}’s are pairwise disjoint. Of course, by

the σ-subadditivity property of | |, |I| ≤∑∞
k=1 |Ik|. On the other hand, ∪N

k=0Ik ⊂ I for
any integer N . Finite additivity then yields

N∑
k=0

|Ik| =
∣∣∣ N⋃
k=0

Ik

∣∣∣ ≤ |I| ∀N

and, as N → ∞, also the opposite inequality
∑∞

k=0 |Ik| ≤ |I|. ��

Theorem 5.29 then tells us that Lebesgue’s outer measure Ln∗ is an extension of
the elementary volume measure and that intervals are measurable. As clearly Rn is Ln∗
σ-finite, (5.4) characterizes the measurable sets.

c. Construction of measures: Method II

Here we are interested in constructing measures on a metric space X for
which open sets will be measurable. Denote by B(X) the smallest σ-algebra
of subsets of X that contains all open sets. Its elements are called Borel
sets of X . Of course, B(X) is also the smallest σ-algebra containing all
closed sets of X .

An outer measure μ∗ on a metric space X is said to be a Borel measure
if Borel sets are μ∗-measurable, and we say that μ∗ is Borel-regular if μ∗ is
a Borel measure and for any A ⊂ X there is a Borel set B with B ⊃ A and
μ∗(B) = μ∗(A). Notice that not necessarily μ∗(B \A) = 0 except when A
is measurable and μ∗(A) < +∞.

Borel measures will be discussed in Chapter 6; here we present a method
for their construction. We begin with Carathéodory’s characterization of
Borel measures.

5.36 Theorem (Carathéodory). Let X be a metric space with distance
d. An outer measure μ∗ in X is a Borel measure if and only if

μ∗(A) + μ∗(B) = μ∗(A ∪B) ∀A,B ⊂ X with d(A,B) > 0.
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Proof. Suppose that μ∗ is a Borel measure. If A,B ⊂ X have positive distance, there
is an open set Ω such that A ⊂ Ω, B ⊂ Ωc and, since Ω is measurable,

μ∗(A) + μ∗(B) = μ∗((A ∪ B) ∩ Ω) + μ∗((A ∪B) ∩ Ωc) = μ∗(A ∪B).

Proving the converse is slightly more complicated. Since Mμ∗ is a σ-algebra, it
suffices to prove that closed sets are μ∗ measurable, i.e.,

μ∗(A ∩C) + μ∗(A ∩ Cc) ≤ μ∗(A)

for every closed set C and every set A with μ∗(A) < +∞. Let Ck := {x ∈ X | d(x, C) ≤
1/k}. Since d(A ∩ Cc

k , A ∩ C) > 0, we know that

μ∗(A ∩ C) + μ∗(A ∩ Cc
k) = μ∗(A ∩ (C ∪ Cc

k)) ≤ μ∗(A).

Therefore the conclusion follows if μ∗(A∩Cc
k) → μ∗(A∩Cc). In order to prove this we

notice that, since C is closed,

A ∩ Cc = A ∩ Cc
k ∪

∞⋃
j=k

(A ∩Rj)

where Rj := {x | 1/(j + 1) < d(x, C) ≤ 1/j}. The subadditivity of μ∗ then yields

μ∗(A ∩ Cc
k) ≤ μ∗(A ∩ Cc) ≤ μ∗(A ∩Cc

k) +
∞∑
j=k

μ∗(A ∩Rj)

and the proof is completed if
∑∞

j=1 μ
∗(A∩Rj) < +∞. To prove the last inequality, we

notice that d(Ri, Rj) > 0 ∀i, j, i ≥ j + 2, hence, applying inductively the assumption,
we compute

N∑
j=1

μ∗(A ∩R2j) = μ∗(A ∩ ∪N
j=1R2j) ≤ μ∗(A) < +∞,

N∑
j=1

μ∗(A ∩R2j+1) = μ∗(A ∩ ∪N
j=1R2j+1) ≤ μ∗(A) < +∞.

��

Let X be a metric space and (I, α) a set function. For δ > 0 denote by
μ∗
δ the outer measure defined for all E ⊂ X by

μ∗
δ(E) := inf

{ ∞∑
k=1

α(Ik)
∣∣∣ ∪k Ik ⊃ E, Ik ∈ I, diam(Ik) < δ

}
.

Since δ → μ∗
δ(E) is nondecreasing, we may and do define a new outer

measure μ∗ : P(X) → R given by

μ∗(E) := lim
δ→0+

μ∗
δ(E).

We say that μ∗ is the outer measure constructed from α by Method II.

5.37 Proposition. Let X be a metric space and (I, α) a set function in
X. Let μ∗ : P(X) → R be the outer measure constructed from (I, α) by
Method II. Then μ∗ is a Borel measure. Moreover, if I ⊂ B(X), then μ∗
is Borel-regular.
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Proof. To prove that μ∗ is a Borel measure we use Caratéodory’s test in Theorem 5.36.
Let A,B ⊂ X with dist(A,B) > 0 and μ∗(A∪B) < ∞. Suppose that dist(A,B) > 2δ >
0. Since μ∗

σ(A∪B) < +∞ ∀σ, for any ε > 0 there is a covering {Ik} of A∪B with sets
in I of diameter at most σ. {Ik} then splits into a covering {I′k} of A and a covering
{I ′′k } of B and we may compute

μ∗
σ(A ∪ B) ≥

∞∑
k=1

α(Ik)− ε ≥
∞∑

k=1

α(I ′k) +
∞∑

k=1

α(I ′′k ) − ε ≥ μ∗
σ(A) + μ∗

σ(B) − ε.

Letting first ε → 0 and then σ → 0, we conclude μ∗(A ∪ B) ≥ μ∗(A) + μ∗(B).
Assume now I ⊂ B(X) and let A ⊂ X. Without restrictions we may assume that

μ∗(A) < +∞. Then for all δ > 0 μ∗
δ(A) < +∞ and by the definition of μ∗

δ , there is a
Borel set Bδ ⊃ A with μ∗

δ(A) = μ∗
δ (Bδ). We may also arrange things in such a way that

Bδ ⊂ Bσ if σ ≤ δ. By choosing a decreasing sequence δn → 0, we find an increasing
sequence of Borel sets Bn := Bδn such that μ∗

δn
(A) = μ∗

δn
(Bn). Passing to the limit in

n, we then get μ∗(A) = μ∗(B) with B = ∪nBn that is a Borel set. ��

5.2 Measurable Functions and the

Integral

Given a measure (E , μ) on a set X , for instance, the Lebesgue measure
(Ln,M) in Rn, we may construct a corresponding integral with respect
to that measure. To do this we first introduce the notion of E-measurable
functions.

5.2.1 Measurable functions

Let X be a set and E a σ-algebra of subsets of X .

5.38 Definition. We say that f : X → R is E-measurable if for all t ∈ R
the set

Ef,t := f−1(]t,+∞[) =
{
x ∈ X

∣∣∣ f(x) > t
}

belongs to E. The class of E-measurable functions is denoted by ME or by
M when no confusion may arise.

If E is the σ-algebraMμ∗ of the measurable sets of an outer measure μ∗
and μ denotes the restriction of μ∗ to Mμ∗ we say that f is μ-measurable
(or simply measurable if μ is clear from the context) instead of f is Mμ∗ -
measurable. If E = B(X), the σ-algebra of Borel sets in a metric space
X , then E-measurable functions are called Borel functions. In particular,
f : Rn → R is Lebesgue measurable or Ln-measurable (respectively Borel
measurable) if for all t ∈ R the set
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{
x ∈ Rn

∣∣∣ f(x) > t
}

is Ln-measurable (respectively is a Borel set).
Let E ∈ E . A function f : E ⊂ Rn → R is said to be E-measurable

in E if E ∈ E and {x ∈ E | f(x) > t} ∈ E for all t ∈ R. Notice that f is
E-measurable in E if and only if f is F -measurable in the set space E with
respect to the σ-algebra

F :=
{
A |A ∈ E , A ⊂ E

}
.

5.39 ¶. Show that f is E-measurable in E ∈ E if and only if its extension to −∞ or to
a constant in all of X is E-measurable.

The next proposition collects several equivalent ways of saying that a
function f : X → R is E-measurable.

5.40 Proposition. Let E be a σ-algebra of subsets of a set X and f :
X → R a function. The following claims are equivalent:

(i) f is E-measurable, i.e., Ef,t ∈ E for all t.
(ii) {x ∈ X | f(x) ≥ t} ∈ E for all t.
(iii) {x ∈ X | f(x) ≤ t} ∈ E for all t.
(iv) {x ∈ X | f(x) < t} ∈ E for all t.
(v) For every open set A ⊂ R we have f−1(A) ∈ E.
(vi) For every closed set F ⊂ R we have f−1(F ) ∈ E.
(vii) For every Borel set B ⊂ R we have f−1(B) ∈ E.
Moreover, in (i), (ii), (iii) and (iv) we can replace “for all t” with “for all
t in a dense subset of R”.

Proof. (i) ⇒ (ii). Notice that{
x ∈ X

∣∣∣ f(x) ≥ t
}

=
∞⋂

n=1

{
x ∈ X

∣∣∣ f(x) > t− 1

n

}
;

thus, {x ∈ Rn
∣∣∣ f(x) ≥ t} ∈ E as intersection of the E-measurable sets {x ∈ X | f(x) >

t− 1/n} ∈ E.
The other implications are proved similarly. We leave them to the reader as exer-

cises. We only prove that

(i) ⇒ (vii). For that, first notice that

f−1(]a, b]) =
{
x
∣∣∣ a < f(x) ≤ b

}
=
{
f(x) > a

}
\
{
f(x) > b

}
,

hence f−1(I) ∈ E for all intervals I. Since the Borel sets form a σ-algebra and for any
family of sets

f−1(∪iAi) =
⋃
i

f−1(Ai), f−1(∩iAi) =
⋂
i

f−1(Ai),

f−1(A \B) = f−1(A) \ f−1(B),

we infer that
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F =
{
f−1(B)

∣∣∣B ⊂ R is a Borel set
}

is a σ-algebra contained in E.
Finally, if Z ⊂ R is dense in R and Ef,t ∈ E ∀t ∈ Z, then for all t ∈ R we choose

{tn} ⊂ Z such that tn ↓ t. Since

Ef,t =
⋃
n

Ef,tn ,

we conclude that Ef,t is in E, too. ��

5.41 ¶. Show that there are Lebesgue measurable functions f : R → R and Lebesgue
measurable sets E ⊂ R such that f−1(E) is not Lebesgue measurable.
[Hint. Consider the inverse of g(x) := x+f(x) : [0, 1] → [0, 2], f being the Cantor–Vitali
function. Notice that g is invertible with continuous inverse and maps the Cantor set,
which is a zero set, onto a set of positive measure. Recall also that sets of positive
measure always contain nonmeasurable sets.]

a. Families of measurable functions

5.42 Lemma. Let E be a σ-algebra of subsets of a set X and f, g : X → R
be two E-measurable functions. Then {x ∈ X | f(x) > g(x)} ∈ E.
Proof. For every rational r ∈ Q, the set Ar := {x ∈ E | f(x) > r, g(x) < r} ∈ E is the
intersection of two sets in E. On the other hand,{

x ∈ E
∣∣∣ f(x) > g(x)

}
=
⋃
r∈Q

Ar ,

hence {x ∈ E | f(x) > g(x)} ∈ E is a denumerable union of sets in E. ��

5.43 Proposition. Let X be a set, E a σ-algebra of subsets of X and M
the class of all E-measurable functions. We have the following:

(i) Constant functions are E-measurable; moreover, E ∈ E if and only if
χE ∈ M.

(ii) Let f, g ∈ M. Then max(f, g),min(f, g) ∈ M; in particular, f+ =
max(f, 0), f− = max(−f, 0), |f | ∈ M.

(iii) Let f, g ∈ M and α, β ∈ R. Then αf + βg ∈ M.
(iv) Let f, g ∈ M. Then 1/f ∈ M, f2 ∈ M and fg ∈ M; in particular,

if f is E-measurable in E, then f is E-measurable in any F ∈ E ,
F ⊂ E.

(v) If {fk} ⊂ M, then infk fk(x) and supk fk(x) ∈ M.
(vi) If {fk} ⊂ M and fk(x) → f(x) pointwise, then f ∈ M.
(vii) If {fk} ⊂ M, then lim infk→∞ fk(x) and lim supk→∞ fk(x) ∈ M.
(viii) If f ∈ M and φ : R → R is a continuous function, then φ ◦ f ∈ M;

in particular, |f | and |f |p, ∀p ∈ R, and ef belong to M.

Proof. (i) is trivial.

(ii) For all t ∈ R we have

Emax(f,g),t = Ef,t

⋃
Eg,t, Emin(f,g),t = Ef,t

⋂
Eg,t.
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Figure 5.3. Frontispieces of two works by Emile Borel (1871–1956) and Charles de la
Vallée–Poussin (1866–1962), respectively.

(iii) Since for h : X → R we have E−h,t = {x |h(x) < −t}, Proposition 5.40 yields that
−h ∈ M if and only if h ∈ M. Similarly, if β ∈ R and h ∈ M, then βh ∈ M. In fact,

Eβh,t =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Eh,t/β if β > 0,

X if β = 0 and t < 0,

∅ if β = 0 and t ≥ 0,

{x | h(x) < t/β} if β < 0.

Additionally, notice that for h ∈ M we have h(x) + c ∈ M since Eg+c,t = Eg,t−c ∀t.
Hence αf, t− βg ∈ M and

Eαf+βg,t = {x |αf(x) > t− βg(x)}
for all t ∈ R. The thesis follows from Lemma 5.42.

(iv) We have

E1/f,t =

⎧⎪⎪⎨⎪⎪⎩
{x | 0 < f(x) < 1/t} if t > 0,

{x | f(x) > 0} if t = 0,

{x | f(x) > 0} ∪ {f(x) < 1/t} if t < 0.

In all cases E1/f,t ∈ E, hence 1/f ∈ M. Moreover, f2 ∈ M since

Ef2,t =

⎧⎨⎩X if t ≤ 0,

{x | f(x) > √
t} ∪ {x | f(x) < −√

t} if t > 0.

It then follows that fg ∈ M since fg = 1
2
((f + g)2 − f2 − g2).

(v) First we prove that{
x
∣∣∣ f(x) > t

}
=

∞⋃
n=1

∞⋃
k=1

∞⋂
k=k

{
x
∣∣∣ fk(x) > t+ 1/n

}
. (5.5)
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If fk(x) → f(x) and f(x) > t, then there exist n ∈ N and k ∈ N such that for all k ≥ k

fk(x) > t+ 1
n
. In other words, there exist n and k such that

x ∈
∞⋂

k=k

{
x
∣∣∣ fk(x) > t+

1

n

}
,

hence {
x
∣∣∣ f(x) > t

}
⊂

∞⋃
n=1

∞⋃
k=1

∞⋂
k=k

{
x
∣∣∣ fk(x) > t+ 1/n

}
.

Conversely, if x belongs to the set on the right of (5.5), then there exist n and k such

that for k > k we have fk(x) > t+ 1
n
. Letting k → ∞ we find f(x) ≥ t+ 1

n
> t, hence

x ∈ {f(x) > t}.
In words, (5.5) says that for all t’s the set {f(x) > t} is a denumerable union of

intersections of sets in E; therefore, {f(x) > t} ∈ E i.e., f is E-measurable.

(vi) In fact, we have

Esupk fk,t =
⋃
k

Efk,t, Einfk fk,t =
⋂
k

Efk,t.

(vii) By definition

lim inf
k→∞

fk(x) = lim
j→∞

inf
k≥j

fk(x), lim sup
k→∞

fk(x) = lim
j→∞

sup
k≥j

fk(x);

the claim then follows from (v) and (vi).

(viii) If A ⊂ R is open, then φ−1(A) is open; Proposition 5.40 then yields (φ◦f)−1(A) =
f−1(φ−1(A)) ∈ E. ��

5.44 ¶. Let E be a σ-algebra of subsets of a set X. If f, g : X → R are E-measurable,
then

h(x) :=

⎧⎨⎩f(x) if x ∈ E,

g(x) if x ∈ Ec

is E-measurable.

b. Approximation by simple functions

Let X be a set and E a σ-algebra of subsets of X . We recall that the
characteristic function of A ⊂ X is

χA(x) :=

{
1 if x ∈ A,

0 otherwise.

We say that ϕ : X → R is a simple function if it takes finitely many finite
distinct values a1, a2, . . . , aN . The class of all E-measurable simple func-
tions is denoted by S. Clearly, ϕ ∈ S takes distinct values a1, a2, . . . , aN
if and only if

ϕ(x) =
N∑

k=1

akχEk
,

where Ek := {x ∈ X |ϕ(x) = ak}. Moreover, ϕ is E-measurable if and only
if Ek ∈ E for all k.



308 5. Measures and Integration

5.45 Lemma. Let X be a set and E a σ-algebra of subsets of X. A non-
negative function f : X → R+ is E-measurable if and only if there exists
a nondecreasing sequence of E-measurable simple functions {ϕk} such that
ϕk(x) → f(x) pointwise.

Proof. Let us construct the sequence {ϕk}.
Let f : X → R be a nonnegative function. For k = 1, 2, 3, . . . set Ek := {x | f(x) >

2k} and for h = 0, 1, , . . . , 4k − 1 set Ek,h := {x |h/2k < f(x) ≤ (h + 1)/2k}, and,
finally, define ϕk : Rn → R by

ϕk(x) =

⎧⎨⎩2k if x ∈ Ek,

h
2k

if x ∈ Ek,h.
(5.6)

Trivially ϕk(x) takes finitely many values. It is not difficult to show that ϕk+1(x) ≥
ϕk(x) and that ϕk(x) ≤ f(x) for all x and

ϕk(x) =

4k−1∑
h=0

h

2k
χEk,h

(x) + 2kχEk
(x) ∀x ∈ X.

Moreover, ϕk(x) → f(x) pointwise. In fact, if f(x) = +∞, then ϕk(x) = 2k ∀k, hence
ϕk(x) → +∞ = f(x). On the other hand, if f(x) ∈ R for sufficiently large k, we have
f(x) < 2k , hence x ∈ Ek,h for some h = 0, 1, . . . , 4k − 1. Therefore,

f(x) − ϕk(x) ≤
h+ 1

2k
− h

2k
=

1

2k
,

and again ϕk(x) → f(x) as k → ∞.
To conclude, it remains to show that ϕk is E-measurable. If f is E-measurable, then

Ek ∈ E and Ek,h ∈ E thus, {ϕk} is E-measurable. ��

c. Null sets

Let (E , μ) be a measure on a set X and E ∈ E . We say that a function
f : E → R vanishes μ-almost everywhere if for the set N = {x ∈ E | f(x) �=
0} ∈ E we have μ(N) = 0.

5.46 Definition. Let (E , μ) be a measure on a set X and E ∈ E. A pred-
icate p(x) depending on x ∈ E is said to hold μ-almost everywhere in E
or for μ-almost every x ∈ E and we write p(x) is true for μ-a.e. x ∈ E, if
{x ∈ E | p(x) is false} ⊂ N ∈ E with μ(N) = 0.

5.47 ¶. Let (E, μ) be a measure on a set X, let E ∈ E and let f, g : E → R be two
functions such that f(x) = g(x) for μ-a.e. x. Show that f is E-measurable if and only
if g is E-measurable. [Hint. Eg,tΔEf,t ⊂ N . Therefore Eg,t = (Ef,t \ N1) ∪ N2 with
μ(N1) = μ(N2) = 0.]

5.48 ¶. Let (E, μ) be a measure on a set X, let E ∈ E and f : X → R an E-measurable
function. Show that μ({x ∈ E | f(x) = t}) = 0 except for at most a dense denumerable
set of t’s.
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Figure 5.4. The beginning of two papers by Dimitri Egorov (1869–1931) and Nikolai
Lusin (1883–1950) in which Egorov and Lusin theorems are proved.

d. Lebesgue measurable functions

We now restrict ourselves to Ln-measurable functions in Rn.
We know that open and closed sets in Rn are Ln-measurable. Therefore,

Borel sets and Borel functions are Ln-measurable. One then easily infers
that all elementary functions are measurable.

(i) Continuous functions f : Rn → R are Borel functions. In fact, for
any t the set Ef,t is open, hence Borel. We have more.

(ii) If f : A ⊂ Rn → R is continuous in A and A is measurable, then
f is measurable in A. In fact, for any t the set Ef,t is open in A,
i.e., Ef,t = Ωt ∩ A, Ωt being an open set of Rn. As intersection of
measurable sets, Ef,t is measurable.

(iii) Lower or upper semicontinuous functions are Borel functions, since
Ef,t or, respectively, {f(x) < t} are open sets.

We conclude this section by characterizing Lebesgue measurable func-
tions as continuous functions except on small sets.

5.49 Theorem (Lusin). Let f : E → R be a function defined on a mea-
surable set E ⊂ Rn. f is Ln-measurable in E if and only if for any ε > 0
there exists a closed set Fε ⊂ E such that the restriction of f to Fε is
continuous and |E \ Fε| < ε.

Proof. Assume that f is E-measurable in E. First, assume |E| = Ln(E) < +∞. For any
integer k, we divide the real line into the denumerable union of intervals Ik,j of length

1/k. The inverse images of these intervals, Ak,j := f−1(Ik,j) ⊂ E, are measurable and
form a partition of E. According to Corollary 5.15, given ε > 0 for each j there is a
compact set Ek,j such that
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Ek,j ⊂ Ak,j , |Ak,j \ Ek,j | < ε 2−k 2−j ,

so that |E \ ∪∞
j=1Ek,j | ≤ ε 2−k. Consequently, we find an integer N such that the set

Fk := ∪N
i=1Ek,j is closed and

|E \ Fk| < ε 2−k.

Next, we notice that for a given k the closed sets Ek,j , the union of which yields Fk,
are pairwise disjoint. Therefore, if we choose a point yk,j ∈ Ik,j , the function

gk(x) := yk,j if x ∈ Ek,j , j = 1, . . . , N

defines a function gk : Fk → R that is piecewise constant, and more precisely constant in
closed and disjoint sets, and, consequently, continuous. Moreover, |gk(x)− f(x)| ≤ 1/k
on Fk. If we set

F :=
⋂
k

Fk,

then F is closed, |E \ F | ≤∑∞
k=1 |E \ Fk| ≤ ε

∑∞
k=1 2

−k = ε and |gk(x) − f(x)| < 1/k
in F . This allows us to conclude that gk → f uniformly in F , hence f|F is continuous.

When |E| = +∞, we square Rn with closed cubes {Rj} with disjoint interiors and
decompose E as E = ∪jEj Ej := E ∩ Rj . For each j we have |Ej | < +∞ and, by the
above, we find a closed set Fj ⊂ Ej such that f|Fj

is continuous and |Ej \ Fj | ≤ ε2−j .

Since the family {Fj} is locally finite, F := ∪jFj is closed, f|F is continuous and

|E \ F | ≤ ε. ��

Taking into account Tietze’s extension theorem, we then deduce the
following.

5.50 Proposition. Let E ⊂ Rn be measurable and f : E ⊂ Rn → R
be measurable in E. For any ε > 0 there exists a continuous function
gε : E → R such that

Ln
({

x ∈ E
∣∣∣ f(x) �= gε(x)

})
< ε.

5.51 ¶. Show that f : Rn → R is Ln-measurable if and only if it agrees Ln-a.e. with a
Borel function.

5.2.2 Lebesgue integral

Given a measure (E , μ) on X , there are several equivalent ways of defining
the integral of an E-measurable function. Here we choose a specific path
starting from the integral of simple and E-measurable functions.

If one starts with the Lebesgue measure (M,Ln), the resulting integral
is the Lebesgue integral, as already presented in [GM4]. In this case, the
integral of a nonnegative measurable function f : Rn → R will agree with
the Rn+1 Lebesgue measure of the subgraph of f :∫

f(x) dx = Ln+1
(
{(x, t) ∈ Rn+1 | f(x) > t}

)
.
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a. Definition of Lebesgue integral

Let X be a set and (E , μ) be a measure in X . Denote also by M the class
of the E-measurable functions f : X → R and by S the class of simple
functions that are E-measurable. Recall that a simple function writes as

ϕ(x) =

N∑
k=1

akχEk
,

where ai �= aj for i �= j and Ek :=
{
x
∣∣∣ϕ(x) = ak

}
. Thus, ϕ is E-

measurable if and only if Ek ∈ E for all k.
The integral of a nonnegative E-measurable simple function ϕ ∈ S is

then defined as

Iμ(ϕ) :=

N∑
k=1

akμ(Ek),

where we agree that akμ(Ek) = 0 if ak = 0 and μ(Ek) = ∞.

5.52 ¶. Show that the integral is a linear functional on S,
Iμ(αϕ+ βψ) = αIμ(ϕ) + βIμ(ψ) ∀α, β ∈ R, ∀ϕ,ψ ∈ S.

Deduce that if ϕ =
∑N

i=1 aiχEi
, Ei ∈ E, then I(ϕ) =

∑N
i=1 aiμ(Ei) even if the Ei’s

are not pairwise disjoint.

We then define the integral of a measurable and nonnegative function
f : X → R. The idea is the following. As we have seen, f is the pointwise
limit of an increasing sequence {ϕk} of E-measurable simple functions.
Therefore, the sequence of the corresponding integrals {I(ϕk)} is increas-
ing, hence the limit limk→∞ Iμ(ϕk) exists. One can show that this limit
does not depend on the particular sequence {ϕk} that approximates f ,
see Beppo Levi’s theorem below. Therefore, it is reasonable to define the
integral of f as the above limit, limk→∞ Iμ(ϕk).

More formally, we proceed as follows. Let f : X → R+ be E-measurable
and nonnegative. We define the integral of f with respect to the measure
(E , μ) as∫

X

f(x) dμ(x) := sup
{
Iμ(ϕ)

∣∣∣ϕ ∈ S, ϕ(x) ≤ f(x) ∀x ∈ X
}
.

For a generic E-measurable function f : X → R, its positive and negative
parts, defined by

f+(x) = max(f(x), 0), f−(x) = max(−f(x), 0),

are E-measurable and nonnegative and f(x) = f+(x)− f−(x) ∀x. We then
set the following.
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5.53 Definition. Let f : X → R be an E-measurable function. We say
that f is μ-integrable if at least one of the integrals

∫
f+(x) dμ(x) or∫

f−(x) dμ(x) is finite; in this case the Lebesgue integral of f with re-
spect to the measure μ is∫

X

f(x) dμ(x) :=

∫
X

f+(x) dμ(x) −
∫
X

f−(x) dμ(x).

We say that f : X → R is μ-summable if both the integrals of f+ and f−
are finite.

We often write ∫
X

f(x) dμ(x) as

∫
X

f dμ.

If E ∈ E and f : E → R is E-measurable in E, then the extension

f̃ : X → R of f defined by setting f̃(x) = 0 if x /∈ E is E-measurable.

We say that f is μ-integrable in E (respectively μ-summable in E) if f̃ is
μ-integrable (respectively μ-summable) and define the integral of f in E
as ∫

E

f(x) dμ(x) :=

∫
X

f̃(x) dμ(x).

The class of μ-summable function on X is denoted by L1(X,μ) or by
L1(X) or L1 when no confusion may arise.

The claims collected in the following proposition easily follow.

5.54 Proposition. Let (E , μ) be a measure on X and E ∈ E. We have
the following:

(i) Lebesgue’s integral extends the integral of E-measurable simple func-
tions, meaning

∫
ϕ(x) dμ(x) = Iμ(ϕ) ∀ϕ ∈ S.

(ii) If f is integrable on E, then f is integrable on every measurable subset
F ⊂ E and

∫
F f(x) dμ(x) =

∫
E f(x)χF (x) dμ(x).

(iii) Let E,F ∈ E and f : E ∪ F → R be integrable in E ∪ F ; then∫
F

f dμ+

∫
G

f dμ =

∫
F∪G

f dμ+

∫
F∩G

f dμ.

(iv) If |E| = 0, then every function is summable on E and
∫
E
f(x) dμ(x) =

0.
(v) The class of summable functions in E, L1(E, μ), is a vector space.
(vi) f is μ-summable in E if and only if f is E−measurable and∫

|f(x)| dμ(x) < +∞.

(vii) Lebesgue’s integral is monotone, i.e., if f, g are μ-integrable in E and
f ≤ g, then ∫

E

f(x) dμ(x) ≤
∫
E

g(x) dμ(x),
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(viii) If f is μ-integrable in E, then∣∣∣∣ ∫
E

f(x) dμ(x)

∣∣∣∣ ≤ ∫
E

|f(x)| dμ(x).

5.55 ¶. Let (E, μ) be a measure on a set X and let E ∈ E and f, g : E → R be two
functions that agree for μ-a.e. x ∈ E. Show that

(i) f is integrable if and only if g is integrable,
(ii) f is summable if and only if g is summable.

Moreover,
∫
E f dμ =

∫
E g dμ.

5.56 ¶. Let (E, μ) be a measure on a set X and E ∈ E. Show that if f is μ-summable
in E and g is measurable with |g(x)| ≤ M for μ-a.e. x ∈ E, then fg is μ-summable in
E and

∫
E |f(x)g(x)| dμ(x) ≤ M

∫
E |f | dμ.

5.57 ¶. If
∫
B∩E f(x) dx = 0 for every ball B centered at points of E, then f(x) = 0

for all x ∈ E.

b. Beppo Levi’s theorem

5.58 Theorem (Beppo Levi). Let (E , μ) be a measure on X and let
{fk} be a nondecreasing sequence of nonnegative μ-measurable functions
fk : E ⊂ X → R. Then f(x) := limk→+∞ fk(x) is μ-measurable in E and∫

E

f(x) dμ(x) = lim
k→∞

∫
E

fk(x) dμ(x).

Proof. By extending f to the whole of X by setting f(x) = 0 if x /∈ Ec, we reduce
ourselves to proving the claim when E = X.

As pointwise limit of μ-measurable functions, f is μ-measurable and being fk(x) ≤
f(x) for every k and every x ∈ X,

lim
k→∞

∫
fk dμ ≤

∫
f dμ.

The opposite inequality remains to be proved. Let

α := lim
k→∞

∫
E
fk dμ.

It is enough to assume α < +∞. Let φ be a simple function with φ ≤ f and let
0 < β < 1. Consider for k = 1, 2, . . . the sets

Ak :=
{
x ∈ X

∣∣∣ fk(x) ≥ βφ(x)
}
.

Clearly, {Ak} is a nondecreasing sequence of μ-measurable sets, and we have

β

∫
Ak

φ dμ =

∫
Ak

βφ dμ ≤
∫
Ak

fk dμ ≤
∫

fk dμ. (5.7)

On the other hand, φ(x) :=
∑N

i=1 aiχBi
(x) with Bi := {x |φ(x) = ai} ∈ E, hence∫

Ak

φdμ =
N∑
i=1

ai

∫
Bi∩Ak

dμ →
N∑
i=1

ai

∫
Bi

dμ =

∫
φ dμ
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as k → ∞, by the continuity property of measure μ. Therefore, passing to the limit in
(5.7),

β

∫
φdμ = β lim

k→∞

∫
Ak

φ dμ ≤ α.

When β → 1, we then get
∫
φ dμ ≤ α for all φ that is simple and E-measurable with

0 ≤ φ ≤ f . This shows that
∫
f dμ ≤ α. ��

Fatou’s lemma below is in fact another formulation of Beppo Levi’s
theorem. Lebesgue’s dominated convergence theorem then follows. We only
quote the statement and refer the reader to Section 2.2 of [GM4]: The
proofs there presented work for the Lebesgue integral, but they can be
extended verbatim to the integral with respect to a generic measure (E , μ)
on an arbitrary set X .

5.59 Lemma (Fatou). Let (E , μ) be a measure on a set X and {fk} a
sequence of nonnegative and E-measurable functions in E ∈ E. Then∫

E

lim inf
k→∞

fk dμ ≤ lim inf
k→∞

∫
E

fk dμ.

5.60 Theorem (Lebesgue dominated convergence theorem). Let
(E , μ) be a measure on a set X and let {fk} be a sequence of E-measurable
functions in E ∈ E. If
(i) fk(x) → f(x) for μ-a.e. x ∈ E,

(ii) there exists a μ-summable function φ : E → R such that |fk(x)| ≤
φ(x) for all k and for μ-a.e. x ∈ E,

then ∫
E

|fk(x)− f(x)| dμ(x) → 0;

in particular,
∫
E fk dμ → ∫

E f dμ.

c. Linearity of integral

5.61 Proposition. Let (E , μ) be a measure in a set X. The integral is a
linear operator, more precisely:

(i) Let E ∈ E and let f, g ∈ L1(E) be either μ-summable functions in E
or μ-integrable and nonnegative in E. Then∫

E

(f + g) dμ =

∫
E

f dμ+

∫
E

g dμ.

(ii) If f is μ-integrable in E and λ ∈ R, then
∫
E λf dμ = λ

∫
E f dμ.
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Proof. (i) Assume f, g are E-measurable and nonnegative. According to Lemma 5.45, let
{ϕk}, {ψk} ⊂ S be such that ϕk ↑ f , ψk ↑ g. Then trivially ϕk +ψk ↑ f + g. Moreover,
since the integral is linear on simple and E-measurable functions, Iμ(ϕk) + Iμ(ψk) =
Iμ(ϕk + ψk). Beppo Levi’s theorem then yields∫

(f + g) dμ = lim
k→∞

Iμ(ϕk + ψk) = lim
k→∞

Iμ(ϕk) + lim
k→∞

Iμ(ψk)) =

∫
E
f dμ+

∫
E
g dμ.

(ii) Let f, g be μ-summable. By decomposing f and g in their positive and negative
parts, we see, again by Lemma 5.45, that there are {ϕk}, {ψk} ⊂ S such that ϕk → f ,
ψk → g pointwise, |ϕk| ≤ |f |, |ψk| ≤ |g|. Therefore ϕk + ψk → f + g pointwise and
|ϕk +ψk| ≤ |f |+ |g|. Moreover, since the integral is linear on simple and E-measurable
functions, Iμ(ϕk) + Iμ(ψk) = Iμ(ϕk + ψk). Lebesgue’s dominated convergence then
yields

Iμ(ϕk) →
∫

f dμ, Iμ(ψk) →
∫

g dμ,

and

Iμ(ϕk) + Iμ(ψk) = Iμ(ϕk + ψk) →
∫

(f + g) dμ,

hence the first claim.
The second claim of the theorem follows at once from the definition of integral. ��

d. Cavalieri formula

5.62 Theorem. Let (E , μ) be a measure on a set X, and E a measurable
set in X, E ∈ E. For every nonnegative E-measurable function f : E ⊂
Rn → R we have∫

E

f dμ =

∫ +∞

0

μ({x ∈ E | f(x) > t}) dL1(t).

Notice that the function t �→ μ({x ∈ E | f(x) > t}) is nonincreasing, hence
Riemann integrable on bounded sets.

Proof. Let ϕ be a simple E-measurable nonnegative function, ϕ(x) =
∑N

j=1 ajχEj
(x)

where the aj ’s are distinct and Ej := {x |ϕ(x) = aj} ∈ E. For t > 0 set αj(t) :=
χ[0,aj ]

(t). For all t > 0 we have

μ
({

x ∈ X
∣∣∣ϕ(x) > t

})
=

N∑
j=1

αj(t)μ(Ej ),

hence ∫ +∞

0
μ
(
{x |ϕ(x) > t}

)
dt =

N∑
j=1

(∫ +∞

0
αj(t) dt

)
μ(Ej )

=
N∑

j=1

ajμ(Ej) =

∫
ϕdμ,

i.e., the Cavalieri formula holds for the simple E-measurable functions. The general
case follows by approximation, Lemma 5.45 taking into account the continuity of the
measure for increasing sequences of sets and Beppo Levi’s theorem. ��
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e. Chebycev’s inequality

Let (E , μ) be a measure on a set X , E ∈ E . For a nonnegative E-measurable
function f : E ⊂ X → R and for t > 0, let Ef,t := {x ∈ E | f(x) > t}.
Trivially, t ≤ f(x) on Ef,t; the monotonicity of the integral then yields

μ(Ef,t) ≤ 1

t

∫
Ef,t

f dμ ∀t > 0. (5.8)

The inequality in (5.8) is very useful in many instances; for this reason it
is referred to with many names: weak estimate, Markov’s inequality and
Chebycev’s inequality. The nonincreasing function t → μ(Ef,t) is some-
times called the distribution function of f , see Chapter 9 of [GM2].

f. Null sets and the integral

5.63 Theorem. Let (E , μ) be a measure on a set X, E ∈ E and f : E →
R a nonnegative and μ-summable function. Then f(x) < +∞ for μ-a.e.
x ∈ E.

Proof. Let C :=
∫
E f dμ. According to (5.8), for any k ∈ R we have

μ
({

x ∈ E
∣∣∣ f(x) = +∞

})
≤ μ

({
x ∈ E

∣∣∣ f(x) > k
})

≤ C

k
.

Hence μ({∈ E | f(x) = +∞}) = 0. ��

5.64 Theorem. Let (E , μ) be a measure on X, E ∈ E and f : E → R a
nonnegative and E-measurable function. Then

∫
E f dμ = 0 if and only if

f(x) = 0 for μ-a.e. x ∈ E.

Proof. Suppose f(x) = 0 for μ-a.e. x. Then any simple minorant ϕ of f is nonzero only
on sets of zero measure, hence Iμ(ϕ) = 0 and, by definition of integral

∫
E
f(x) dμ(x) = 0.

Conversely, from (5.8)

k μ
({

x ∈ E
∣∣∣ f(x) > 1/k

})
≤
∫
E
f(x) dμ(x) = 0,

hence μ({x ∈ E | f(x) > 1/k}) = 0 for all integers k. Since{
x ∈ E

∣∣∣ f(x) > 0
}

=
⋃
k

{
x ∈ E

∣∣∣ f(x) > 1/k
}

we conclude, see Proposition 5.18, that μ({x ∈ E | f(x) > 0}) = 0. ��

5.65 ¶. Show that, if f and g are integrable on E and f(x) ≤ g(x) for μ-a.e. x ∈ E
and

∫
E f(x) dx =

∫
E g(x) dx, then f(x) = g(x) for μ-a.e. x ∈ E.
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g. Convergence theorems

Actually, all of the convergence results in Section 2.2 of [GM4] extend ver-
batim to integrals with respect to a generic measure (E , μ) on an arbitrary
set X . We only quote the statements, as the relative proofs are trivial
variations of the proofs provided in Section 2.2 of [GM4].

5.66 Proposition (Total convergence of series). Let (E , μ) be a mea-
sure on a set X and {fk} be a sequence of nonnegative E-measurable func-
tions fk : E → R. Then∫

E

∞∑
k=1

fk dμ =

∞∑
k=1

∫
E

fk dμ.

5.67 Theorem (Lebesgue). Let (E , μ) be a measure on a set X and let
{fk} be a sequence of E-measurable functions in E such that

∞∑
k=0

∫
E

|fk(x)| dμ(x) < +∞.

Then the series
∑∞

k=0 fk(x) converges absolutely for μ-a.e. x ∈ E to a
μ-summable function f and∫

E

∣∣∣f(x)− p∑
k=0

fk(x)
∣∣∣ dx → 0 as p → ∞. (5.9)

In particular, ∫
E

f dμ =

∞∑
k=0

∫
E

fk dμ.

5.68 Theorem (Absolute continuity of the integral). Let (E , μ) be
a measure on a set X and let f : E → R be μ-summable. Then for every
ε > 0 there exists δ > 0 such that for every measurable subset F ⊂ E with
μ(F ) < δ we have

∫
F |f | dμ < ε. Equivalently,∫

E

f dμ → 0 as μ(E) → 0.

5.69 Theorem (Continuity). Let A be a metric space, X a set and
(E , μ) a measure on X. Let f : A×X → R be such that

(i) for μ-a.e. x ∈ X the function t → f(t, x) is continuous in A,
(ii) ∀t ∈ A the function x → f(t, x) is μ-summable,
(iii) there exists a μ-summable function φ such that

|f(t, x)| ≤ φ(x) for all t ∈ A and μ-a.e. x ∈ X, (5.10)
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then the function

F (t) :=

∫
f(t, x) dμ(x), t ∈ A,

is continuous in A.

5.70 Theorem (Differentiation). Let A be an open set in Rk, X a set
and (E , μ) a measure on X. Denote by t = (t1, t2, . . . , tk) the coordinates
in A, and let f : A×X → R f = f(t, x) be such that

(i) x → f(t, x) is μ-summable for all t ∈ A,
(ii) f has a partial derivative in the variable tj at (t, x) for all t and for

μ-a.e. x,
(iii) there exists a μ-summable function φ such that∣∣∣ ∂f

∂tj
(t, x)

∣∣∣ ≤ φ(x) for all t ∈ A and for μ-a.e. x. (5.11)

Then the function

F (t) :=

∫
f(t, x) dμ(x), t ∈ A,

has a partial derivative with respect to tj at t for all t ∈ A and

∂F

∂tj
(t) =

∫
∂f

∂tj
(t, x) dμ(x) ∀t ∈ A.

h. Riemann integrable functions

We now restrict ourselves to the special case of the Lebesgue measure
(M,Ln) in Rn where M denotes the σ-algebra of the Ln∗ measurable sets
and, in fact, to n = 1.

Let f(x), x ∈ [a, b], be a function that is nonnegative, bounded, with
compact support (zero outside an interval [a, b]) and Riemann integrable.
According to the Riemann definition of integral, for any ε > 0 there exist

two simple functions ϕ(x) =
∑N

j=1 ajχIj (x) and ψ(x) =
∑N

j=1 bjχIj (x)

constant on each interval Ij such that ϕ(x) ≤ f(x) ≤ ψ(x) ∀x,

I(ϕ) ≤ Riemann

∫
f(x) dx ≤ I(ψ)

and I(ψ) − I(ϕ) < ε; here, the integral of a simple function is given by

I(ϕ) =
∑N

j=1 aj |Ij |.
Denote by SGf,[a,b] the subgraph of f ,

SGf,[a,b] :=
{
(x, t)

∣∣∣ x ∈ [a, b], 0 ≤ t ≤ f(x)
}
,
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then trivially SGϕ,[a,b] ⊂ SGf,[a,b] ⊂ SGψ,[a,b] and, since SGψ,[a,b] and
SGϕ,[a,b] are the union of finitely many intervals, we infer that

L2∗(SGψ,[a,b] \ SGf,[a,b]) < ε.

Since ε is arbitrary, we infer that SGf,[a,b] is Ln+1-measurable, and, on
account of Fubini’s theorem, see Theorem 5.84 below, that f is Ln-
measurable. Moreover, since ϕ and ψ are simple and Ln-measurable func-
tions, we also have

I(ϕ) ≤ Lebesgue

∫
f(x) dx ≤ I(ψ),

thus we can state the following.

5.71 Proposition. If f is Riemann integrable, then f is Ln-measurable
and

Riemann

∫
f(x) dx = Lebesgue

∫
f(x) dx.

Fubini’s theorem, Theorem 5.84, has been used in the previous argu-
ment to prove that f is Ln-measurable. Alternatively, the measurability of
f follows from the following characterization of Riemann integrable func-
tions due to Giuseppe Vitali (1875–1932) in terms of Lebesgue’s measure.

Let f : R → R be a bounded function with compact support (f = 0
outside [a, b]). For k = 1, 2 . . . , set

Mk(x) := sup
B(x,1/k)

f(t)

and
f∗(x) := lim

k→∞
Mk(x) = lim sup

t→x
max(f(t), f(x)).

It is not difficult to prove that

(i) f∗ is upper semicontinuous and f∗(x) ≥ f(x) for all x ∈ R,
(ii) f∗ is the smallest upper semicontinuous function that is not smaller

than f .

Sometimes f∗ is called the upper semicontinuous regularization of f . Sim-
ilarly, one defines the lower semicontinuous regularization of f ,

f∗(x) := lim
k→∞

mk(x) = lim inf
t→x

min(f(t), f(x)),

where mk(x) := infB(x,1/k) f(t). Of course,

(i) f is continuous at x0 if and only if f∗(x0) = f∗(x0),
(ii) f∗(x) ≤ f(x) ≤ f∗(x) ∀x,
(iii) f∗ and f∗ are Ln-measurable.
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Denote by Sel the class of elementary simple functions, i.e., piecewise con-
stant functions on intervals and vanishing outside [a, b]. If ϕ ∈ Sel, ϕ ≥ f
in [a, b] and ϕ is continuous at x0, then ϕ(x0) ≥ supB(x0,r) f(t) for some

r > 0. This yields f∗(x0) ≤ ϕ(x0), hence f
∗(x) ≤ ϕ(x) at all points of con-

tinuity of ϕ and in conclusion at all points of [a, b] except finitely many. It
follows ∫

f∗(x) dx ≤
∫

ϕ(x) dx ∀ϕ ∈ Sel, ϕ ≥ f.

Indeed we have∫
f∗(x) dx = inf

{∫
ϕ(x) dx

∣∣∣ϕ ∈ Sel, ϕ ≥ f
}

and, similarly,∫
f∗(x) dx = sup

{∫
ϕ(x) dx

∣∣∣ϕ ∈ Sel, ϕ ≤ f
}
.

In other words, f is Riemann integrable if and only if∫
f∗(x) dx =

∫
f∗(x) dx

and, since f∗ ≤ f∗, if and only if f∗(x) = f(x) = f∗(x) for a.e. x. In
particular, f is Ln-measurable and we can readily state the following.

5.72 Theorem (Vitali). A bounded function with compact support is
Riemann integrable if and only if it is continuous at L1-a.e. x ∈ R.

5.73 ¶. Provide all details to prove the previous claims.

5.74 ¶. Let f be a measurable function on E and let∫ ∗

E
f(x) dx := inf

{∫
E
ϕ(x) dx

∣∣∣ϕ simple, ϕ ≥ f a.e.
}
,∫

∗E
f(x) dx := sup

{∫
E
ϕ(x) dx

∣∣∣ϕ simple, ϕ ≤ f a.e.
}
.

Show that f is integrable if and only if∫ ∗

E
f(x) dx =

∫
∗E

f(x) dx

and, in this case,
∫
E f(x) dx =

∫ ∗
E f(x) dx =

∫
∗E f(x) dx.

5.75 ¶. Prove the following claims.

(i) Every lower (upper) semicontinuous function with compact support is an increas-
ing (decreasing) limit of continuous functions fk with compact support, hence f
is measurable and ∫

f(x) dx = lim
k→∞

∫
fk(x) dx.

(ii) f is Lebesgue integrable if and only if for all ε > 0 there are lower and upper
semicontinuous functions, respectively g and h, such that

g ≤ f ≤ h and

∫
(h(x)− g(x)) dx < ε.
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5.3 Product Spaces and Measures

In this section we discuss the construction of product measures and how
to compute the corresponding integrals by means of iterated integrals. We
first consider the special case of the Lebesgue measure in Rn spaces.

a. Rn spaces and Lebesgue measures

We begin with the following lemma.

5.76 Lemma (Products). Let E be a measurable set in Rn and L > 0.
Then the sets E×]0, L[, E × [0, L], E×]0, L] and E × [0, L[ are Ln+1-
measurable and

Ln+1(E) = L · Ln(E).

Proof. Let us prove that E×]0, L[ is Ln+1-measurable if E is Ln-measurable. The other
claims are proved similarly.

(i) The claim is true if E = I is an interval, an open interval or a closed interval of
Rn. If I is an interval, I×]0, L] is an interval in Rn+1 and |I×]0, L] = L · |I|. On the
other hand, I×]0, L[ differs from I×]0, L] possibly for some face of its boundary, hence
for a zero set. Thus, I×]0, L[ is measurable and |I×]0, L[| = L |I|. A similar argument
works for I open or closed.

(ii) If the claim holds for disjoint sets E and F , then it holds for E ∪F , and if it holds
for E and F and E ⊂ F , then it holds for F \ E.

(iii) Let E = ∪jEj be the increasing union of measurable sets Ej and the claim holds
for each Ej, then the claim holds for E. In fact, E×]0, L[= ∪j(Ej×]0, L[) and the
increasing union of measurable sets is measurable. Passing to the limit we also have

|E×]0, L[| = lim
j→∞

|Ej×]0, L[| = L lim
j→∞

|Ej | = L |E|.

From (i), (ii) and (iii) the claim holds when E is open, compact or a denumerable union
of closed sets.

(vi) The claim holds if E is a zero set. In fact, for all ε > 0 there is an open set A ⊃ E
with |A| < ε. Hence E×]0, L[⊂ A×]0, L and, on account of (i) and (iii),

Ln+1(E×]0, L[) ≤ |A×]0, L[| = L |A| ≤ L ε.

Since ε is arbitrary, we conclude that |E×]0, L[| = 0.

(vii) Finally, since every measurable set agrees with a denumerable union of closed sets
apart from a zero set, again (ii) yields that the claim holds for all measurable sets E. ��

5.77 ¶. Show that E := Rn−1 × {0} ⊂ Rn has zero n-dimensional Lebesgue measure.

5.78 ¶. Show that for all A ⊂ Rn we have L(n+1)∗(A× [0, L]) = LLn∗(A).

5.79 ¶. Prove the following theorem.

Theorem. Suppose that E ⊂ Rn is Ln-measurable and F ⊂ Rk is Lk-measurable.
Then E × F ⊂ Rn × Rk is Ln+k-measurable and Ln+k(E × F ) = Ln(E)Lk(F ). (Here
0 · ∞ = 0.)

Finally, show that L(n+k)∗(E × F ) = Ln∗(E)Lk∗(F ) if at least one of E or F is
measurable.
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5.80 Theorem. Let f : E ⊂ Rn → R be a nonnegative measurable func-
tion defined in the measurable set E. Then the subgraph of f

SGf,E =
{
(x, t)

∣∣∣ x ∈ E, 0 < t < f(x)
}

is Ln+1-measurable and∫
E

f(x) dx = Ln+1(SGf,E). (5.12)

Proof of Theorem 5.80. We divide the proof into two steps.

(i) The claim is true if f is simple and E = Rn. For a measurable subset F in Rn

Ln+1(F [×[0, a]) = a · Ln(F ) =

∫
Rn

aχF (x) dx,

according to Lemma 5.76. Consequently, from the additivity of the (n+1)-dimensional

measure we readily infer that whenever ϕ ∈ S, ϕ(x) =
∑N

i=1 aiEi, then SGϕ,Rn is

Ln+1-measurable and

Ln+1(SCϕ,Rn ) =
n∑

i=1

Ln+1(Ei × [0, ai]) =
n∑

i=1

aiLn(Ei) =

∫
Rn

ϕ(x)dx

by the additivity of the Ln+1-measure and the definition of integral.

(ii) When f : E ⊂ Rn → R is a generic nonnegative measurable function, we think of
f as defined on the whole Rn setting f(x) = 0 is x /∈ E. According to Lemma 5.45,
we find a nondecreasing sequence of simple functions {ϕk} such that ϕk ↑ f pointwise.
Thus, {SGϕk,E} is a nondecreasing sequence of sets in Rn+1 and

SGf,E = ∪kSGϕk,E .

Thus, SGf,E is Ln+1-measurable and, from (i), the continuity property of measures
and Beppo Levi’s theorem, we conclude

Ln+1(SGf,E) = lim
k→∞

Ln+1(SGϕk,E) = lim
k→∞

∫
E
ϕk dx =

∫
E
f(x) dx.

��

5.81 ¶. Let f : E → R be a measurable function on the measurable set E ⊂ Rn. Show
that the set {

(x, y) ∈ Rn × R
∣∣∣x ∈ E, y < f(x)

}
is Ln+1-measurable. [Hint. Decompose f as f = f+ − f− and apply Theorem 5.80 to
f+ e f−.]

5.82 ¶. Prove the following statement.

Proposition. Let f : E ⊂ Rn → R be a nonnegative and measurable function on E.
Then ∫

E
f(x) dx = sup

∑
j

(
inf

x∈Ej

f(x)
)
|Ej |,

where the supremum is taken among all partitions {Ej} of E into finitely many disjoint
measurable sets.
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x

Ex

Figure 5.5. A slice Ex of E over x.

b. Fubini’s theorem

In this paragraph we show how an n-dimensional integral can be computed
by means of n 1-dimensional integrations.

Given a set E in Rn+k and a point x ∈ Rn, we denote by

Ex :=
{
y ∈ Rk

∣∣∣ (x, y) ∈ E
}

the slice of E over x translated into the coordinate plane Rk, see Figure 5.5.

5.83 Theorem (Fubini). Let E be a Ln+k-measurable set in Rn+k. Then
the following hold:

(i) For a.e. x the slice Ex ⊂ Rk is Lk- measurable.
(ii) The function x → Lk(Ex), x ∈ Rn, is Ln-measurable on Rn.
(iii) We have

Ln+k(E) =

∫
Rn

Lk(Ex) dx.

The theorem, which on smooth sets E appears to be natural and even triv-
ial, states that, under the assumption “E measurable”, i.e., approximable
in measure Ln+k by unions of intervals of dimension n + k, almost all of
its slices Ex are approximable by unions of intervals of dimension k.

Proof. The proof consists in proving the claim for sets of increasing generality by means
of the continuity property of measure and integral.

Step 1. The claim holds if E is an interval. Trivially, every interval I ⊂ Rn+k is a
product I = R × S, where R ⊂ Rn and S ⊂ Rk are intervals and Ln+k(R × S) =
Ln(R)Lk(S). For x ∈ Rn the slice Ix ⊂ Rk is then

Ix =

⎧⎨⎩S if x ∈ R,

∅ otherwise,

hence Ix is Lk-measurable. Moreover,

Lk(Ix) =

⎧⎨⎩Lk(S) if x ∈ R,

0 otherwise.

Therefore x → Lk(Ix), x ∈ Rn, is a simple function, thus Ln-measurable and
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Figure 5.6. Two pages from the Opere Scelte by Guido Fubini (1879–1943) dealing with
iterated integrals.

∫
Rn

Lk(Ix) dx = Lk(S)Ln(R) = Ln+k(R× S).

Step 2. If the claim holds for disjoint measurable sets E and F , then it holds for E∪F .
In fact, (E ∪ F )x = Ex ∪ Fx is then Lk-measurable for a.e. x ∈ Rn, the function
x → Lk((E ∪ F )x) = Lk(Ex) + Lk(Fx) is Ln-measurable and the equality (iii) for
E ∪ F follows adding (iii) for E and F .

Step 3. If the claim holds for measurable sets E and F with E ⊂ F , then it holds for
F \ E. One proceeds similarly to Step 2.

Step 4. If E = ∪jEj is the union of a nondecreasing sequence {Ej} of measurable sets
and the claim holds for each Ej, then the claim holds for E. Since for every j the sets

Ej,x are Lk-measurable for Ln-a.e. x, and the j’s are denumerable, we deduce that for

Ln-a.e. x, all of the sets Ej,x are Lk-measurable. Then Ex, that is equal to ∪jEj,x,

is Lk-measurable for Ln-a.e. x. Moreover, Lk(Ex) = limj→∞ Lk(Ej,x) for Ln-a.e. x,

hence x → Lk(Ex) is Ln-measurable. Finally, because of Beppo Levi’s theorem

Ln+k(E) = lim
j→∞

Ln+k(Ej) = lim
j→∞

∫
Rn

Lk(Ej,x) dx =

∫
Rn

Lk(Ex) dx.

A consequence of Steps 1, 2, 3 and 4 is that the theorem holds if E is open or a
denumerable union of closed sets.

Step 5. The claim holds if Ln+k(E) = 0. In this case, E is contained in the intersection of
a denumerable and decreasing family of open sets Aj , E ⊂ A = ∩jAj , with Ln+k(A) =

0. We may also assume that Ln+k(A1) < +∞; as the theorem holds for A1 that is
open, ∫

Rn
Lk(A1,x) dx = Ln+k(A1) < +∞.

Therefore Lk(A1,x) < +∞ for Ln-a.e. x, consequently, since Ax = ∩∞
j=1Aj,x for a.e. x,

Lk(Ax) = lim
j→∞

Lk(Aj,x) for Ln-a.e. x
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and, by Beppo Levi’s theorem,

0 = Ln+k(A) = lim
j→∞

Ln+k(Aj) = lim
j→∞

∫
Rn

Lk(Aj,x) dx =

∫
Rn

Lk(Ax) dx,

that is Lk(Ax) = 0 for Ln-a.e. x.
Since E ⊂ A, also Lk(Ex) = 0 for a.e. x and the function x → Lk(Ex) vanishes

a.e.. Trivially, ∫
Rn

Lk(Ex) dx =

∫
Rn

0 dx = 0 = Ln+k(E).

Step 6. Since a measurable set E is a disjoint union of denumerable family of closed sets
and of a set of zero measure, we see from the above that the theorem holds for E. ��

5.84 Theorem (Fubini). Let E ⊂ Rn be an Ln-measurable set and f :
E → R a nonnegative function. Then f is measurable in E if and only if
its subgraph in E × R is Ln+1-measurable; in this case

Ln+1(SGf,E) =

∫
E

f(x) dx.

Proof. In Theorem 5.80 we saw that the subgraph SGf,E of f is Ln+1-measurable and

Ln+1(SGf,E) =

∫
E
f(x) dx

if f is measurable in E. It remains to prove that f is measurable if SGf,E is Ln+1-
measurable. For all t > 0

Ef,t =
{
x ∈ E

∣∣∣ f(x) > t
}

=
{
x ∈ Rn,

∣∣∣ (x, t) ∈ SGf,E

}
= (SGf,E)t; (5.13)

Theorem 5.83 then yields that Ef,t is Ln-measurable for L1-a.e. t. Consequently, Ef,t

is Ln-measurable for all t, see Proposition 5.40. ��

5.85 Theorem (Repeated integration). Let f : E ⊂ Rn+k → R be an
integrable function in a measurable set E, and for x ∈ Rn let Ex := {y ∈
Rk | (x, y) ∈ E}. Then the following hold:

(i) For a.e. x, the slice Ex is Lk-measurable and the function y �→
ϕx(y) := f(x, y) is Lk-measurable on Ex.

(ii) The function

x →
∫
Ex

f(x, y) dy, x ∈ Rn,

is Ln-measurable.
(iii) We have ∫

E

f(x, y) dx dy =

∫
Rn

(∫
Ex

f(x, y) dy

)
dx.
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Proof. Assume in addition that f be nonnegative. Consider the subgraph of f in
Rn+k+1,

SGf,E =
{
(x, y, t) ∈ Rn × Rk × R

∣∣∣ (x, y) ∈ E, 0 < t < f(x, y)
}
,

and, for x ∈ Rn the subgraph of ϕx(y) := f(x, y), y ∈ Ex,

SGϕx,Ex :=
{
(y, t) ∈ Rk × R

∣∣∣ y ∈ Ex, 0 < t < f(x, y)
}

= (SGf,E)x.

Fubini’s theorem, Theorem 5.83, yields the following:

(i) Ex is Lk-measurable and SGϕx,Ex is Lk+1-measurable for a.e. x.

(ii) x → Lk+1(SGϕx,Ex), x ∈ Rn, is Ln-measurable.

(iii) We have

Ln+k+1(SGf,E) =

∫
Rn

Lk+1(SGϕx.Ex) dx.

Theorem 5.84 then allows one to read (i), (ii) and (iii) above as the statement.

For generic f , it suffices to decompose f as f = f+ − f− and apply the above. ��

Fubini’s theorem allows us to compute a multiple integral as iterated
simple integrals, the order of integration being irrelevant. For instance,∫∫

E

f(x, y) dx dy =

∫ (∫
Ex

f(x, y) dy

)
dx,∫∫

E

f(x, y) dx dy =

∫ (∫
Ey

f(x, y) dx

)
dy,

where Ex = {y | (x, y) ∈ E} and Ey = {x | (x, y) ∈ E} both hold. More
generally, we have the following.

5.86 Theorem (Tonelli). Let f : E ⊂ Rn+k → R be an integrable func-
tion, and let (x, y), x ∈ Rn, y ∈ Rk be the coordinates in Rn+k. The three
integrals ∫

Rn

(∫
Ex

f(x, y) dy

)
dx,

∫
Rk

(∫
Ey

f(x, y) dx

)
dy

and ∫∫
E

f(x, y) dx dy

are well-defined and equal.

Notice that it is not assumed that the three integrals are finite but that f
as function of n + k variables is integrable. The following example shows
that the integrability assumption of f cannot be omitted.
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I2

I1 I(1)

I(4)

I(2)

I(3)

Figure 5.7. Illustrations (a) and (b) of Example 5.87.

5.87 Example. Let ak := 1− 2−k and Ik :=]ak−1, ak ]×]ak−1, ak ] be the sequence of
squares in I := [0, 1]× [0, 1] shown in (a) of Figure 5.7. We now divide each Ik in four

squares I
(1)
k I

(2)
k , I

(3)
k and I

(4)
k as in (b) of Figure 5.7 and define f : I → R by setting

f(x, y) :=

⎧⎨⎩
1

|Ik| if (x, y) ∈ I
(1)
k ∪ I

(3)
k ,

− 1
|Ik| if (x, y) ∈ I

(2)
k ∪ I

(4)
k ,

if (x, y) ∈ ∪kIk and f(x, y) = 0 in I \ ∪kIk. It is readily seen that∫ 1

0
f(x, y) dy = 0 ∀x,

∫ 1

0
f(x, y) dx = 0 ∀y,

hence ∫ 1

0
dx

∫ 1

0
f(x, y) dy =

∫ 1

0
dy

∫ 1

0
f(x, y) dx = 0.

However, ∫∫
I
f+(x, y) dxdy =

∞∑
k=1

∫
Ik

f+(x, y) dxdy =
∞∑

k=1

1

2
= +∞

and, similarly,
∫∫

I f−(x, y) dxdy = +∞.

c. Product measures and repeated integration

We shall now deal with Fubini’s theorem in the general abstract setting.
Let (E , μ) and (F , ν) be two measures on X and Y . Consider the set

function (I, λ) in the Cartesian product X × Y , where I is the family of
“rectangles”

I :=
{
A = E × F

∣∣∣E ∈ E , F ∈ F
}

and λ : I → R+ is defined by λ(A × B) := μ(A)ν(B). It is readily seen
that I is a semiring and that λ is σ-additive on I. In fact, if E × F =
∪k(Ek × Fk), E,Ek ∈ E , F, Fk ∈ F , then

χE(x)χF (y) =

∞∑
k=1

χEk
(x)χFk

(y) ∀x ∈ X, y ∈ Y ;

by Beppo Levi’s theorem, integrating on Y , we get
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χE(x) ν(F ) =

∞∑
k=1

ν(Fk)χEk
(x) ∀x ∈ X,

and, integrating on X ,

λ(E × F ) := μ(E)ν(F ) =

∞∑
k=1

μ(Ek)ν(Fk).

The product measure of (E , μ) and (F , ν) is, by definition, the measure
μ× ν constructed from (I, λ) by Method I.

Since the set function λ is σ-additive, we infer, see Theorem 5.29 and
Corollary 5.30, the following:

(i) For any μ-measurable set A ⊂ X and any ν-measurable set B ⊂ Y
we have

(μ× ν)(A×B) = λ(A×B) = μ(A)ν(B).

(ii) The rectangles in I are μ× ν measurable.
(iii) A set E ⊂ X × Y is (μ× ν) is σ-finite if and only if

E = ∩∞
i=1Fi \N, (5.14)

where (μ × ν)(N) = 0 and {Fi} is a nondecreasing sequence of (μ×
ν)-measurable sets with (μ × ν)(Fi) < +∞, each of which is the
disjoint union of products A × B with A μ-measurable in X and B
ν-measurable in Y .

5.88 ¶. Show that Ln × Lk = Ln+k in Rn × Rk.

5.89 ¶. Let μ be an outer measure on X and let f : X → R+ be a μ-summable
function. Show that the subgraph of f ,

SGf :=
{
(x, t) ∈ X × R

∣∣∣ 0 < t < f(x)
}
,

is μ× L1-measurable and

μ ×L1(SGf ) =

∫
X

f(x) dμ.

[Hint. First assume that f is simple.]

Fubini’s theorem then holds for the product measure μ × ν. Let A ⊂
X × Y . For x ∈ A the slice Ax of A over x is the subset of Y

Ax :=
{
y ∈ Y

∣∣∣ (x, y) ∈ A
}
.

5.90 Theorem (Fubini). Let μ and ν be two outer measures in X and
Y , respectively, and let μ×ν be the product measure of μ and ν on X×Y .
Suppose that A ⊂ X × Y is (μ× ν)-measurable and (μ× ν) σ-finite. Then
the following hold:

(i) Ax is ν-measurable for μ-a.e. x ∈ X.
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(ii) x → ν(Ax) is a μ-measurable function.
(iii) We have

(μ× ν)(A) =

∫
X

ν(Ax) dμ(x).

5.91 Example. The assumption that A is μ×ν σ-finite cannot be removed in general.
For instance, consider the case in which X = Y = R, μ = L1 and ν is the counting
measure. Let S := {(x, x) |x ∈ [0, 1]} and let f(x, y) = χS(x, y) be its characteristic
function. Since S is closed, S belongs to the smallest σ-algebra generated by intervals
that in our case are sets A × B with A ⊂ R L1-measurable and B any set. Now
μ× ν(S) = ∞ but∫

dμ

∫
f dν =

∫ 1

0
1 dx = 1,

∫
dν

∫
f dμ =

∫ 1

0
0 dν = 0,

thus S is not μ× ν σ-finite.

Proof. The proof is a rewriting of the proof of Fubini’s theorem for Lebesgue’s measure.
We include it for the reader’s convenience.

Step 1. The claim holds if I = E × F is a rectangle with E ∈ E and F ∈ F . For x ∈ X
the slice Ix ⊂ Y is

Ix =

⎧⎨⎩F if x ∈ E,

∅ otherwise,

hence Ix is ν-measurable for x ∈ X. Moreover,

ν(Ix) =

⎧⎨⎩ν(F ) if x ∈ E,

0 otherwise.

hence x → ν(Ix), x ∈ X, is a simple function, and, finally,∫
X

ν(Ix) dμ(x) = ν(F )μ(E) = λ(E × F ) = (μ × ν)(I).

Step 2. If the claim holds for A and B disjoint, then it holds for A ∪ B. In fact,
(A ∪ B)x = Ax ∪ Bx is ν-measurable for all x, ν((A ∪ B)x) = ν(Ax) + ν(Bx) is μ-
measurable, and we get (iii) for A ∪ B.

Step 3. Inductively we find the following: If the claim holds for a sequence of disjoint
sets Ak, it holds for ∪N

i=1Ak for all N .

Step 4. If A = ∪jAj is the union of a nondecreasing sequence of sets Aj ⊂ X × Y and
the claim holds for every Aj, then it holds for A, too. Since for each j the sets Aj,x are
ν-measurable for μ-a.e. x and the set of j’s is denumerable, we deduce that for μ-a.e. x
all the sets Aj,x are ν-measurable. Therefore, Ax = ∪jAj,x is ν-measurable for μ-a.e. x.
By continuity, ν(Ax) = limj→∞ ν(Aj,x) for μ-a.e. x, hence x → ν(Ax) is μ-measurable.
Finally, by Beppo Levi’s theorem

(μ× ν)(A) = lim
j→∞

(μ × ν)(Aj ) = lim
j→∞

∫
X

ν(Aj,x) dμ(x) =

∫
X

ν(Ax) dμ(x).

Step 5. If the theorem holds for a nonincreasing sequence {Aj} of sets with μ×ν(Aj) <
+∞, then it holds for A := ∩∞

j=1Aj too. Since Ax = ∩jAj,x and the Aj,x are ν-

measurable for μ-a.e. x ∈ X, Ax is ν-measurable for μ-a.e. x ∈ X. From the assumption,
in particular, ∫

ν(A1,x) dμ(x) = (μ × ν)(A1) < +∞,
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hence ν(A1,x) < +∞ for μ-a.e. x. Therefore, by continuity, we infer

ν(Ax) = ν(∩jAj,x) = lim
j→∞

ν(Aj,x)

for μ-a.e. x ∈ X, thus concluding that x → ν(Ax) is μ-measurable. Beppo Levi’s
theorem finally yields

(μ × ν)(A) = lim
j→∞

(μ × ν)(Aj) = lim
j→∞

∫
X

ν(Aj,x) dμ(x)

=

∫
X

lim
j→∞

ν(Aj,x) dμ(x) =

∫
X

ν(Ax) dμ(x).

Step 6. The claim holds if μ × ν(A) = 0. In this case, A ⊂ ∩Bi, Bi = ∪j(Eij × Fij),
Eij ∈ E, Fij ∈ F , Bi ⊃ Bi+1 ∀i and (μ × ν)(Bi) < 1/i. From the above, the claim
holds for each Bi and for B := ∩iBi, hence∫

ν(Bx) dμ(x) = (μ × ν)(B) = 0.

Therefore ν(Bx) = 0 μ-a.e. x ∈ X. Since Ax ⊂ Bx, also Ax has zero ν-measure for
μ-a.e. x ∈ X, hence Ex is ν-measurable for μ-a.e. x ∈ X, x → ν(Ex) is μ-measurable
and ∫

X
ν(Ax) dμ(x) =

∫
X

0 dμ(x) = 0 = (μ × ν)(A).

Summing up, as in the case of Lebesgue’s measure, we conclude the proof. ��

5.92 ¶. Going through the proof of Fubini’s theorem, show that if μ, ν are Borel mea-
sures on X and Y and if A is a Borel set, then Ax is Borel for all x ∈ X.

5.93 Definition. Let μ be an outer measure on X. A function f : X → R
is said to be μ σ-finite if the set {x ∈ X | f(x) �= 0} is μ σ-finite.

5.94 Theorem (Fubini). Let (E , μ) and (F , ν) be two measures on X
and Y , respectively. If f : X × Y → R is (μ× ν)-integrable and if{

(x, y)
∣∣∣ f(x, y) �= 0

}
is (μ × ν) σ-finite, then y → f(x, y) is ν-integrable for μ-a.e. x ∈ X,
x → ∫

Y f(x, y) dν(y) is μ-integrable and we have∫
f(x, y) d(μ× ν)(x, y) =

∫
dμ(x)

∫
f(x, y) dν(y).

Proof. If f is the characteristic function of a measurable and denumerable μ× ν finite
set, we are back to Fubini’s theorem, Theorem 5.90. Consequently, the theorem holds
for μ× ν-simple functions with μ × ν σ-finite level sets.

Suppose now that f is nonnegative and let {ϕk} be the sequence of simple functions
in Theorem 5.29. Then the ϕk’s are simple, μ× ν-measurable with μ × ν σ-finite level
sets. Since the theorem holds for each ϕk, we see that it holds for f by applying the
monotone convergence theorem of Beppo Levi. As usual, the general case then follows
by splitting f into its positive and negative parts. ��
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5.95 Corollary (Tonelli). Let (E , μ) and (F , ν) be two measures on X
and Y , respectively. If f : X × Y → R is (μ × ν)-summable, then the
following hold:

(i) y → f(x, y) is ν-summable for μ-a.e. x ∈ X.
(ii) x → ∫

Y f(x, y) dν(y) is μ-summable.
(iii) We have∫

f(x, y) d(μ× ν)(x, y) =

∫
dμ(x)

∫
f(x, y) dν(y).

Proof. In fact, a μ× ν-summable function is μ× ν-integrable and μ × ν σ-finite. ��

We shall return to Fubini’s theorem for Radon measures in Sec-
tion 6.2.5.

5.4 Change of Variable in Lebesgue’s

Integral

This topic may be dealt with in several degrees of difficulties. Here we only
deal with injective maps ϕ : A ⊂ Rn → Rn of class C1(A), A open.

a. Invariance under orthogonal transformations

5.96 Theorem. Let T : Rn → Rn be a linear map. T maps measurable
sets into measurable sets and

Ln∗(T (E)) = | detT | Ln∗(E) ∀E ⊂ Rn. (5.15)

In particular, Lebesgue’s measure is invariant under orthogonal transfor-
mations.

Proof. Clear by intuition, (5.15) is not a one-line proof.

(i) First we prove that there is a constant c(T ) depending on T such that

Ln∗(T (E)) = c(T )Ln∗(E) ∀E ⊂ Rn. (5.16)

For that, we observe that in computing Ln∗(E) we may just consider denumerable
coverings of E made of cubes with sides parallel to the axes, that is,

Ln∗(E) = inf
{ ∞∑
k=1

|Qk|
∣∣∣ ∪k Qk ⊃ E, Qk cubes

}
.

We also notice that each cube Q of the covering is congruent to Q1 := [0, 1]n, that
has volume 1 and that the outer measure is invariant under translations and positively
homogeneous of degree n, i.e., if Q = x0 + λQ1, then |Q| = Ln(Q) = λnLn(Q1) and

Ln∗(T (Q)) = Ln∗(T (x0) + λT (Q1)) = Ln∗(λT (Q1)) = λnLn∗(T (Q1)),
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hence

Ln∗(T (Q)) = c(T )Ln(Q), where c(T ) :=
Ln∗(T (Q1))

Ln(Q1)

for each cube Q with sides parallel to the axes. We then readily infer that

Ln∗(T (A)) = c(T )Ln∗(A) for any open set A (5.17)

and

Ln∗(T (E)) ≤ c(T )Ln∗(E) for any set E ⊂ Rn. (5.18)

We now prove that c(T )Ln∗(E) ≤ Ln∗(T (E)). Of course, we may and do assume
that Ln∗(T (E)) < ∞. For ε > 0 we choose an open set B such that B ⊃ T (E) and
Ln∗(B) ≤ Ln∗(T (E)) + ε. Then T−1(B) is open, T−1(B) ⊃ E and, because of (5.17),

c(T )Ln∗(E) ≤ c(T )Ln∗(T−1(B)) = Ln∗(T (T−1(B))) = Ln∗(B) ≤ Ln∗(T (E)) + ε.

This proves the inequality and therefore (5.16).

(ii) Let U : Rn → Rn be an orthogonal transformation. U maps the unit ball into itself,
hence, putting E = B(0, 1) in (5.16), we find c(U) = 1, i.e., Ln∗(U(E)) = Ln∗(E): Ln∗
is invariant under orthogonal transformations.

(iii) Finally, let us prove that c(T ) = | detT | for any linear map T . Using the singular
value decomposition of T , we write T as T = USV , where U and V are orthogonal and
S is diagonal with entries the singular values μ1, μ2, . . . , μn of T , the square roots of
the eigenvalues of T ∗T . S acts as a dilatation with factors μ1, μ2, . . . , μn in the axes
directions. In particular, S transforms intervals into intervals and trivially

Ln(S(I)) = μ1μ2 · · ·μnLn(I) = |det(T ∗T )|1/2 Ln(I) = |det T | Ln(I),

hence, by (5.16), Ln∗(S(E)) = | detT | Ln∗(E) ∀E ⊂ Rn. Finally, from (ii)

Ln∗(T (E)) = Ln∗(U(S(V (E))) = Ln∗(S(V (E)))

= |det T | Ln∗(V (E)) = | det T | Ln∗(E).

(iv) It remains to prove that T (E) is measurable if E is measurable. This is a conse-
quence of Proposition 5.98. ��

5.97 ¶. Let S be the convex hull of n+ 1 points x0, . . . , xn ∈ Rn and let A be the
n× n matrix with i-tuple column the vector xi − x0. Show that Ln(S) = |detA|.

b. Measurable maps and Lipschitz maps

5.98 Proposition. Every locally Lipschitz map maps null sets into null
sets and measurable sets into measurable sets.

Proof. A continuous function f : Rn → Rn maps compact sets into compact sets, each
closed set is union of a denumerable family of compact sets and f(∪kEk) = ∪kf(Ek).
Therefore, we readily conclude that a continuous function maps denumerable unions of
closed sets into denumerable unions of closed sets. Consequently, f(E) is measurable
if E is closed. The theorem is completely proved because of the structure theorem for
measurable sets if we show that locally Lipschitz maps map null sets into null sets.

Fix a cube K in Rn and denote by LK the Lipschitz constant of f in K so that

|f(x)− f(y)| ≤ LK |x− y| ∀x, y ∈ K.

A cube I of side r in K has diameter of length r
√
n. Since f is Lipschitz, f(I) has

diameter at most r
√
nLK , hence it is contained in a cube of side r

√
nLK , and in

conclusion, Ln∗(f(I)) ≤ nn/2Ln
Krn = nn/2Ln

K Ln∗(I), i.e.,
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Ln∗(f(E ∩K)) ≤ nn/2Ln
K Ln∗(E ∩K) ∀E ⊂ Rn. (5.19)

In particular, we have proved that for fixed K, f(E ∩K) has zero measure if E is a null
set. By choosing an increasing sequence of cubes {Kj} so that Rn = ∪jKj , we conclude
that f(E) = ∪jf(E ∪Kj) is a null set if E is a null set. ��

In particular, functions of class C1 map null sets into null sets. We no-
tice that this is no longer true for continuous, or even α-Hölder-continuous
functions with 0 < α < 1.

5.99 Example. Cantor–Vitali f : [0, 1] → [0, 1], see Section 5.1.3, maps the ternary
Cantor set C, for which L1(C) = 0, into f(C) = [0, 1] \ {y = k/2n | k = 0, . . . , 2n, n =
0, 1, . . . } for which L1(f(C)) = 1. Recall that f is α-Hölder-continuous with exponent

α = log 2
log 3

.

c. The area formula

5.100 Theorem. Let A be an open set in Rn and let ϕ : A → Rn be a
map of class C1(A) and injective. For any measurable set E ⊂ A, ϕ(E) is
measurable and

Ln(ϕ(E)) =

∫
E

| detDϕ(x)| dx. (5.20)

Of course, the claim holds for ∪jEj if it holds for each Ej ⊂ A. Moreover,
we also know that it holds if |E| = 0, see Proposition 5.98. Therefore
it suffices for the claim to be proved to assume that E is a closed cube
contained in A.

The proof consists in approximating ϕ by piecewise linear maps and
controlling the errors. Let I ⊂ A be compact, and for x0 ∈ I denote by

Q(x0, r) :=
{
x ∈ Rn

∣∣∣ |xi − xi
0| ≤ r, i = 1, . . . , n

}
the cube of sides r with sides parallel to the axes centered at x0. Finally,
denote by L : Rn → Rn the affine linear map

L(x) := ϕ(x0) +Dϕ(x0)(x − x0).

5.101 Lemma. Suppose ϕ : A → Rn is a diffeomorphism onto its image
and let I ⊂ A be compact. For each τ with 0 < τ < 1 there exists δ > 0
such that for all x0 ∈ I and all ρ, 0 < ρ < δ, we have

L(Q(x0, (1− τ)ρ)) ⊂ ϕ(Q(x0, ρ)) ⊂ L(Q(x0, (1 + τ)ρ)).

Proof. Introduce the norm |x|∞ := max{xi |x = (x1, x2, . . . , xn)}, so that x ∈ Q(x0, ρ)
if and only if |x− x0|∞ ≤ ρ. Since ϕ ∈ C1(A), the mean value theorem yields

ϕi(x)− Li(x) = (Dϕi(ξ)−Dϕi(x0))(x− x0)

for some ξ = (ξ1, ξ2, . . . , ξn) in the segment joining x0 and x (assuming that the
segment joining x to x0 is contained in A). Therefore, since I ⊂⊂ A, for all ε > 0 there
is a δ > 0 such that

|ϕ(x)− L(x)|∞ ≤ ε |x− x0|∞ (5.21)
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whenever x0 ∈ I and x ∈ Q(x0, δ).
On the other hand, since ϕ : A → Rn is a diffeomorphism and I is strictly contained

in A, we find a constant ν > 0 such that

ν |x− y|∞ ≤ |ϕ(x)− ϕ(y)|∞, ν |x− y|∞ ≤ |L(x)− L(y)|∞ (5.22)

for all x, y in a neighborhood of I. For x ∈ A, define x1 := x1(x) := L−1(ϕ(x)). Fix
now 0 < τ < 1 and choose ε = ντ . Then, from (5.21) and (5.22), we infer the existence
of δ > 0 such that if 0 < ρ < δ and x ∈ Q(x0, ρ), then

ν|x1 − x|∞ ≤ |L(x1)− L(x)|∞ = |ϕ(x)− L(x)|∞ ≤ τ |x− x0|∞ ≤ ντρ,

hence

|x1 − x0|∞ ≤ |x1 − x|∞ + |x− x0|∞ ≤
(
τ + 1

)
ρ.

In other words, ϕ(Q(x0, ρ)) ⊂ L(Q(x0, (1 + τ)ρ)).
We proceed similarly to prove the other inclusion. In fact, let x1 := x1(x) =

ϕ−1(L(x)). Fix 0 < τ < 1 and choose ε = ν τ
1−τ

. Then there exists δ > 0 such that for

0 < ρ < δ and x ∈ Q(x0, (1− τ)ρ), we have

ν|x1 − x|∞ ≤ |ϕ(x1)− ϕ(x)|∞ = |L(x)− ϕ(x)|∞ ≤ ε|x− x0|∞ ≤ ν
τ

1− τ
(1− τ)ρ,

hence
|x1 − x0|∞ ≤ |x1 − x|∞ + |x− x0|∞ ≤ (1− τ + τ)ρ = ρ.

This proves that L(Q(x0, (1 − τ)ρ)) ⊂ ϕ(Q(x0, ρ)). ��
Proof of Theorem 5.100. (i) Suppose that ϕ : A → Rn is a diffeomorphism. Given a
cube Q = Q(x0, ρ), we denote by Q−τ and Qτ the cubes centered at x0 with sides
(1 − τ)ρ and (1 + τ)ρ, respectively. For τ with 0 < τ < 1 and for any cube Q small
enough with center in I, Lemma 5.101 yields

Ln(L(Q−τ )) ≤ Ln(ϕ(Q)) ≤ Ln(L(Qτ ))

and, since L is affine, we find

(1 − τ)n| detDϕ(x0)| Ln(Q) ≤ Ln(ϕ(Q)) ≤ (1 + τ)n|detDϕ(x0)| Ln(Q)

if we take into account (5.15). On the other hand, since Dϕ(x) is continuous, for suffi-
ciently small cubes we have

1

Ln(Q)

∫
Q
| detDϕ(x)| dx− τ ≤ |detDϕ(x0)| ≤ 1

Ln(Q)

∫
Q
|detDϕ(x)| dx+ τ,

hence

(1− τ)n
(∫

Q
|detDϕ(x)| dx− τLn(Q)

)
≤ Ln(ϕ(Q)) ≤ (1 + τ)n

(∫
Q
| detDϕ(x)| dx+ τLn(Q)

)
.

Covering I with sufficiently small cubes with disjoint interiors and summing the previous
inequalities, we then conclude

(1− τ)n
(∫

I
|detDϕ(x)| dx− τ |I|

)
≤ Ln(ϕ(I)) ≤ (1 + τ)n

(∫
I
|detDϕ(x)| dx+ τ |I|

)
.

Letting τ to zero yields the theorem under the extra assumption that ϕ : A → Rn is a
diffeomorphism.
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(ii) In the general case, set N := {x ∈ A | detDϕ(x) = 0}. Of course A \N is open and
the implicit function theorem tells us that ϕ : A \ N → Rn is a local diffeomorphism,
hence a diffeomorphism since ϕ is injective. From the first part of the proof we then
infer

Ln(ϕ(E \N)) =

∫
E\N

| detDϕ(x)| dx =

∫
E
|detDϕ(x)| dx.

On the other hand, ϕ(E) \ ϕ(E \N) ⊂ ϕ(N) and |ϕ(N)| = 0 because Theorem 3.12 of
[GM4], thus Ln(ϕ(E)) = Ln(ϕ(E \N)). This concludes the proof. ��

d. Change of variables in multiple integrals

As a consequence of the area formula we get the following.

5.102 Theorem (Change of variables formula). Let ϕ : A → Rn be
a map of class C1 and injective in an open set A. If E ⊂ A is measurable,
then ϕ(E) is measurable. Moreover, f : E → R is integrable in ϕ(E) if
and only if f ◦ ϕ(x)| detDϕ(x)| is integrable in E, and in this case∫

ϕ(E)

f(y) dy =

∫
E

f(ϕ(x))| detDϕ(x)| dx. (5.23)

Proof. The theorem holds if f is the characteristic function of a measurable set, since it
reduces to the area formula. By linearity, it holds for simple functions. As a consequence
of Beppo Levi’s theorem, it holds for nonnegative measurable function by passing to
the limit on increasing sequences of simple functions, and, finally, it holds for general
f ’s by decomposing them into their positive and negative parts. ��

5.103 Remark. In specific situations (polar coordinates, etc.), a slight
extension of Theorem 5.102 is convenient. Let ϕ : A ⊂ Rn → Rn be of
class C1(A), A open, and let E ⊂ A be a measurable set. Suppose ϕ is
injective on an open set B ⊂ E with |E \ B| = 0. Then the change of
variable formula (5.23), and, consequently, the area formula (5.20) hold on
E.

5.5 Exercises
5.104 ¶. Let E ⊂ P(X) be a σ-algebra of subsets of X and let {Ei} ⊂ E. Define

lim inf
i→∞

Ei :=
k⋃

i=1

∞⋂
i=k

Ei, lim sup
i→∞

Ei :=
k⋂

i=1

∞⋃
i=k

Ei

and show that lim infi→∞ Ei, lim supi→∞ Ei ∈ E. Moreover, if (E, μ) is a measure in
X, show that

μ(lim inf
i→∞

Ei) ≤ lim inf
i→∞

μ(Ei), lim sup
i→∞

μ(Ei) ≤ μ(lim sup
i→∞

Ei).

[Hint. Notice that lim infi→∞ Ei is the set of points that are in all the Ei’s except for a
finite number and that lim supi→∞ Ei is the set of points of X that belong to infinitely
many Ei’s.]



336 5. Measures and Integration

5.105 ¶ Regularity property of measures. Show that the Lebesgue outer measure
has the following regularity property.

Proposition (Regularity). Let E ⊂ Rn be a set. For each ε > 0 there is an open set
A ⊃ E such that Ln∗(A) ≤ Ln∗(E) + ε, hence

Ln∗(E) = inf
{
Ln∗(A)

∣∣∣A open, A ⊃ E
}
.

Prove then the following.

Corollary. For each set E ⊂ Rn there exists a set F that is a denumerable intersection
of open sets such that F ⊃ E and Ln∗(F ) = Ln∗(E).

[Hint. It is not restrictive to assume that E has finite outer measure. Cover E with a
denumerable family of intervals P = ∪kIk with

∑∞
k=1 |Ik| < Ln∗(E) + ε; and for all

k consider an open interval Jk centered as Ik and homothetic to Ik such that |Jk| ≤
|Ik|+ ε 2−k.]

5.106 ¶. Let E and F be two measurable sets. Show that |E∪F |+ |E∩F | = |E|+ |F |.

5.107 ¶. Define the inner measure of E by

Ln
∗ (E) := sup

{
|F |
∣∣∣F closed, F ⊂ E

}
.

Under the assumption Ln∗ (E) < +∞, show that E is measurable if and only if Ln∗ (E) =
Ln∗(E).

5.108 ¶. In Proposition 5.18 the hypothesis that at least one of the Ek’s has finite
measure cannot be omitted. Consider the cases Ek =]k,+∞[⊂ R and Ek := Rn\B(0, k),
k integer.

5.109 ¶. Show that for any increasing sequence {Ak} of sets not necessarily measurable
we have limk→∞ Ln∗(Ak) = Ln∗(∪kAk). [Hint. For each k consider a measurable set
Ek with |Ek| = Ln∗(Ak).]

5.110 ¶. Show that there are decreasing families of {Ek} of subsets of Rn with
Ln∗(Ek) < +∞ such that

Ln∗
( ∞⋃

k=1

Ek

)
<

∞∑
k=1

Ln∗(Ek) and lim
k→∞

Ln∗(Ek) > Ln∗
( ∞⋂

k=1

Ek

)
.

5.111 ¶. Show a measurable set that is mapped into a nonmeasurable set by a contin-
uous function. [Hint. Choose as the map the Cantor–Vitali function.]

5.112 ¶. (vii) of Proposition 5.40 can be used to define the class of measurable func-
tions with values in Rk: f : E ⊂ Rn → Rk is measurable if E is measurable and f−1(A)
is measurable for every Borel set A in Rk. Show that f : E ⊂ Rn → Rk is measurable
if and only if all its components f1, . . . , fk : E → R are measurable.

5.113 ¶. Construct a measurable set E ⊂ [0, 1] with the following property: For any
subinterval I ⊂ [0, 1], both I ∩ E and I \ E have positive measure. [Hint. Consider
a Cantor set Cσ , σ < 1/3, and on each interval of its complement construct another
Cantor set and continue this way.]
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5.114 ¶. Show measurable functions f and g for which g ◦ f is not measurable. [Hint.
Choose as f the inverse function of x+ F (x) where F (x) is the Cantor-Vitali function
and as g the characteristic function of a suitable set E.]

5.115 ¶. Let A := {x ∈ R |x =
∑∞

k=i
ak

5k
, αk ∈ {0, 4}}. Show that |A| = 0.

5.116 ¶. Let (E, μ) be a measure on a set X and p : X → R+ be a nonnegative and
μ-summable function. Show that (E, ν), where ν is defined by

ν(E) :=

∫
E
p(x) dμ(x), E ∈ E,

is a measure on X. Moreover, show that∫
E
f(x) dν(x) =

∫
E
f(x)p(x) dμ(x)

for every E-measurable and nonnegative function.

5.117 ¶ Functions with discrete range. Let (E, μ) be a measure on a set Ω and let
f : Ω → R be a nonnegative measurable function with a discrete range, i.e., that takes
at most denumerable many values as, for instance, if Ω is denumerable. Show that∫

Ω
f(x) dμ(x) =

∞∑
i=1

aiμ
({

x
∣∣∣ f(x) = ai

})
+ (+∞)μ

({
x
∣∣∣ f(x) = +∞

})
where (+∞) · μ({x | f(x) = +∞}) = 0 when μ({x | f = +∞}) = 0.

5.118 ¶ Probability on a denumerable set. Let (E, μ) be a measure on a denu-
merable set Ω with density p(x) := μ({x}) and let f : Ω → R be a nonnegative
E-measurable function that may take the value +∞. Show that∫

Ω
f(x) dμ(x) =

∑
x∈Ω

f(x)p(x).

5.119 ¶ The Dirac’s delta. Let Ω be a set and x0 ∈ Ω. The function δx0 : P(Ω) →
R,

δx0 (A) =

⎧⎨⎩1 if x0 ∈ A,

0 otherwise,

called the Dirac’s delta2 at x0, is a probability measure on Ω. Show that∫
Ω
f(x) dδx0 (x) = f(x0).

5.120 ¶ Sum of measures. Let (E, α) and (E, β) be two measures in Ω and let λ ∈ R.
Show that α+ β : E → R+ and λα : E → R+ given by (α + β)(E) = α(E) + β(E) and
(λα)(E) = λα(E) ∀E ∈ E, define two measures in Ω and∫

Ω
f(x) (α + β)(dx) =

∫
Ω
f(x)α(dx) +

∫
Ω
g(x)β(dx),∫

Ω
f(x) (λα)(dx) = λ

∫
Ω
f(x)α(dx).

for all E-measurable and nonnegative f .

2 Paul Dirac (1902–1984).
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5.121 Example (Counting measure). Let Ω be a set and H0(A) := #{x |x ∈ A}
the counting measure in Ω. Show that (P(Ω),H0) is a measure, and∫

Ω
f(x)H0(dx) =

∑
x∈Ω

f(x)

for all f that is nonzero only on finitely many points.



6. Hausdorff and Radon
Measures

In this chapter we present the fundamental theorems of measure theory,
such as the Lebesgue–Besicovitch differentiation theorem, the Stieltjes–
Lebesgue theory of integral, the fundamental properties of Hausdorff mea-
sures and the general area and coarea formulas.

6.1 Abstract Measures

6.1.1 Positive Borel Measures

Let X be a metric space. A relevant class of measures in X are the Borel-
regular measures, see Chapter 5. The Lebesgue measure in Rn is an exam-
ple of Borel-regular measure. As we have seen, Method II of construction
of measures produces Borel-regular measures. In the following, it is under-
stood that Borel measures are defined on the σ-algebra of Borel sets B(X);
we then write simply μ instead of (B(X), μ) to denote a Borel measure on
X .

Borel sets are quite complicated if compared to open sets that are
simply denumerable unions of closed cubes with disjoint interiors. However,
the following holds.

6.1 Theorem. Let μ be a finite Borel measure on a metric space X. For
each Borel set E ⊂ B(X) we have

μ(E) = inf
{
μ(A)

∣∣∣A ⊃ E, A open
}
, (6.1)

μ(E) = sup
{
μ(F )

∣∣∣F ⊂ E, F closed
}
. (6.2)

Proof. Consider the family

A :=
{
E Borel

∣∣∣ (6.1) holds true for E
}
.

Of course, A contains the family of open sets. We prove that A is closed under de-
numerable unions and intersections. Let {Ej} ⊂ A and, for ε > 0 and j = 1, 2, . . . ,

_6, 
© Springer Science+Business Media, LLC 2012

, M. Giaquinta and G. Modica Mathematical Analysis, Foundations and Advanced
Techniques for Functions of Several Variables, DOI 10.1007/978-0-8176-8310-8
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let Aj be open sets with Aj ⊃ Ej and μ(Aj) ≤ μ(Ej) + ε 2−j , that we rewrite as
μ(Aj \ Ej) < ε 2−j since Ej and Aj are measurable with finite measure. Since(⋃

j

Aj

)
\
(⋃

j

Ej

)
⊂
⋃
j

(Aj \ Ej),
(⋂

j

Aj

)
\
(⋂

j

Ej

)
⊂
⋃
j

(Aj \ Ej),

we infer
μ(A \ ∪jEj) ≤ ε, μ(B \ ∩jEj) ≤ ε, (6.3)

where A := ∪jAj and B := ∩jAj . Since A is open and A ⊃ ∪jEj , the first of (6.3)

yields ∪jEj ∈ A. On the other hand, CN := ∩N
j=1Aj is open, contains ∩jEj and by

the second of (6.3), μ(CN \ ∩jEj) ≤ 2 ε for sufficiently large N . Therefore ∩jEj ∈ A.
Moreover, since every closed set is the intersection of a denumerable family of open

sets, A also contains all closed sets. In particular, the family

Ã :=
{
A ∈ A, Ac ∈ A

}
is a σ-algebra that contains the family of open sets. Consequently, A ⊃ Ã ⊃ B(X) and
(6.1) holds for all Borel sets of X.

Since (6.2) for E is (6.1) for Ec, the proof is concluded. ��

The following theorem slightly extends Theorem 6.1.

6.2 Proposition. Let μ be a Borel-regular measure on a metric space X.

(i) If E is a subset of X with E ⊂ ∪jVj where {Vj} is an increasing
sequence of open sets with μ(Vj) < +∞, then

μ(E) = inf
{
μ(A)

∣∣∣A ⊃ E, A open
}
. (6.4)

(ii) If E is μ-measurable and μ–σ-finite, then

μ(E) = sup
{
μ(F )

∣∣∣F ⊂ E, F closed
}
. (6.5)

When μ satisfies the conclusion of (i) of Proposition 6.2, we say that μ
is outer-regular. Additionally, if μ satisfies the conclusion (ii) of Proposi-
tion 6.2, one says that μ is inner-regular. Before proving the proposition,
we introduce a notation: Given a measure μ in X and A ⊂ X , the restric-
tion of μ to A is the measure

μ A(E) := μ(A ∩ E) ∀E ⊂ X. (6.6)

It is easily seen that the μ-measurable sets are μ A-measurable (A need
not be μ-measurable), μ A is a Borel measure if μ is Borel-regular and
either A is μ-measurable with μ(A) < ∞ or A is a Borel set.

Proof of Proposition 6.2. Since μ is Borel-regular, without loss of generality we may
assume that E is a Borel set.

(i) We may assume μ(E) < +∞ otherwise (6.4) is trivial. The measures μ Vj are
Borel and μ Vj(X) = μ(Vj ) < +∞. Theorem 6.1 then yields that for any ε > 0 there
are open sets Aj with Aj ⊃ E and μ Vj(Aj \ E) < ε 2−j . The set A := ∪j(Aj ∩ Vj)
is open, A ⊃ E and, by the subadditivity of μ,
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μ(A \ E) = μ(∪j ((Aj ∩ Vj) \ E)) ≤
∞∑
j=1

μ((Aj ∩ Vj) \ E) ≤
∞∑
j=1

μ Vj(Aj \ E) ≤ ε.

(ii) The claim easily follows applying (ii) of Theorem 6.1 to the measure μ E if μ(E) <
+∞. If μ(E) = +∞ and E = ∪jEj with Ej measurable and μ(Ej) < +∞, then for
every ε > 0 and every j there exists a closed set Fj with Fj ⊂ Ej and μ(Ej \Fj) < ε 2−j .
The set F := ∪jFj is contained in E and

μ(E \ F ) ≤ μ(∪j (Ej \ Fj)) ≤
∞∑
j=i

μ(Ej \ Fj) ≤ ε,

hence for N sufficiently large, GN := ∪N
i=1Fi is closed and μ(E \GN ) < 2ε. ��

a. Lusin theorem

The approximability in measure of μ-measurable sets by open and closed
sets translates into the following approximability property for μ-measurable
functions.

6.3 Theorem (Lusin). Let μ be a Borel-regular and finite measure in
a metric space X and f : X → R a μ-measurable function. For any μ-
measurable set A ⊂ X and any ε > 0 there is a closed set F ⊂ A such that
f|F is continuous and μ(A \ F ) < ε.

Proof. For any integer k, we divide the real line in a denumerable union of intervals Ik,j
of length 1/k. The inverse images Ak,j := f−1(Ik,j) ∩ A ∈ E define then a measurable
partition of A, and, according to Proposition 6.2, for any ε > 0 and any j there is a
closed set Ek,j with

Ek,j ⊂ Ak,j , μ(Ak,j \ Ek,j) < ε2−k2−j ,

so that μ(A \ ∪∞
j=1Ek,j) ≤ ε 2−k. Consequently, there is an integer N such that Fk :=

∪N
i=1Ek,j is closed and

μ(A \ Fk) < ε 2−k .

Notice that for each k the closed sets Ek,j , the union of which is Fk, are pairwise
disjoint. We now choose a point yk,j ∈ Ik,j for each j and set

gk(x) := yk,j if x ∈ Ek,j , j = 1, . . . , N,

defining in this way a function gk : Fk → R that is constant on disjoint closed sets
hence continuous. Furthermore, we have |gk(x)− f(x)| ≤ 1/k on Fk. If we now define

F :=
⋂
k

Fk

we have the following: F is closed, μ(A \ F ) ≤∑∞
k=1 μ(A \ Fk) ≤ ε

∑∞
k=1 2

−k = ε and
|gk(x)− f(x)| < 1/k in F . Consequently, as k → ∞, gk → f uniformly on F and f|F is
continuous. ��

Notice that the maps {gk} constructed in the proof of Theorem 6.3 are
such that infX f ≤ gk(x) ≤ supX f ∀x ∈ X .
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6.4 ¶ Dirac measure. The set function in Rn

δx0(A) :=

⎧⎨⎩1 if x0 ∈ A,

0 if x0 /∈ A,
A ⊂ Rn,

defines a finite Borel-regular measure in Rn, called the Dirac measure concentrated at
x0. Interpret Lusin theorem for the Dirac measure at zero.

Recalling Tietze’s theorem, see [GM3], we infer at once the following.

6.5 Corollary. Let X be a metric space, μ a Borel-regular measure in X,
f : X → R a μ-measurable function and A ⊂ X a μ-measurable set with
μ(A) < +∞. For any ε > 0 there is a continuous function g : X → R such
that

||g||∞,X ≤ ||f ||∞,X and μ
({

x ∈ A
∣∣∣ f(x) �= g(x)

})
< ε.

Here ||f ||∞,X is the essential-sup-norm of f , i.e.,

ess supX f = ||f ||∞,X := inf
{
t
∣∣∣μ({x | |f(x)| > t}) = 0

}
.

6.1.2 Radon measures in Rn

6.6 Definition. A Radon measure in a metric space X is a Borel-regular
measure that is inner-regular,

μ(E) = sup
{
μ(K)

∣∣∣K ⊂ E, K compact
}

∀E ∈ B(X), (6.7)

and locally finite.

Since Rn is a denumerable union of open sets with compact closure,
trivially, any Borel-regular measure in Rn that is finite on compacts sets
is a Radon measure, and Rn is a denumerable union of open sets with
finite μ-measure. Therefore, (i) of Proposition 6.2 applies and we infer the
following.

6.7 Proposition. If μ is a Borel-regular measure finite on compact sets
in Rn, then μ is locally finite and

μ(E) = sup
{
μ(K)

∣∣∣K ⊂ E, K compact
}

∀E ∈ B(X),

μ(E) = inf
{
μ(A)

∣∣∣A ⊃ E, A open
}

∀E ⊂ Rn.
(6.8)

6.8 ¶. Prove that a measure μ in Rn is a Radon measure if and only if μ is Borel-regular
and σ-finite.
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a. Support

We say that a measure (E , μ) is concentrated on E if E ∈ E and μ(Ec) =
0. We notice that not necessarily is there a minimal set in which μ is
concentrated: Think of Lebesgue’s measure in R.

The support of a Borel measure in Rn is defined as the set

F :=
{
x ∈ Rn

∣∣∣μ(B(x, r)) > 0 ∀r > 0
}

and denoted by sptμ. Trivially, x /∈ sptμ if and only if there is rx > 0 such
that μ(B(x, rx)) = 0; consequently, (sptμ)c is open with μ((sptμ)c) = 0
and sptμ is the smallest closed set F for which μ(F c) = 0. Notice that
μ((sptμ)c) = 0 if μ is a Radon measure. In fact, any compact set K
contained in the open set (sptμ)c can be covered by finitely many balls of
zero measure, and μ is inner-regular.

6.9 ¶. Show that sptLn = Rn.

6.10 ¶ Dirac’s measure. Show that spt δx0 = {x0}.

b. Lusin theorem for Radon measures

The following two theorems are variants of Lusin’s theorem for Radon
measures.

6.11 Corollary (Lusin). Let μ be a Borel-regular measure in Rn, f :
Rn → R a μ-measurable function and A ⊂ Rn a μ-measurable set with
μ(A) < ∞. For any ε > 0 there is a compact set F ⊂ A such that f|K is
continuous and μ(A \K) < ε.

Proof. Apply Lusin’s Theorem 6.3 to find a closed set F such that f|F is continuous

and μ(A \ F ) < ε, and observe that in Rn every closed set is a denumerable union of
compact sets. Since μ is finite, we find then a compact set K ⊂ F with μ(F \ K) < ε,
concluding that f|K is continuous and μ(A \K) < 2ε. ��

6.12 Corollary. Let μ be a Radon measure in Rn and let f : Rn → R
be a μ-measurable function that vanishes outside a set of finite measure.
For any ε > 0 there is a continuous function g : Rn → R with compact
support such that

||g||∞,Rn ≤ ||f ||∞,Rn and μ
{
x
∣∣∣ f(x) �= g(x)

}
< ε.

Proof. We know that there is an open set A with finite measure that contains spt f .
Corollary 6.11 yields a compact set K ⊂ A such that f|K is continuous and μ(A\K) < ε.
In order to conclude the proof, it suffices to extend the continuous function

f(x) =

⎧⎨⎩f(x) if x ∈ K,

0 if x ∈ Ac

defined on K ∪ Ac to a continuous function g : Rn → R via Tietze’s theorem. ��

6.13 ¶. Let μ be a Radon measure in Rn. Prove that Cc(Rn) is dense in Lp(Rn, μ),
1 ≤ p < ∞. [Hint. Approximate f ∈ Lp(Rn, μ) with a bounded function with compact
support.]
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c. Riesz’s theorem

Measures are deeply related to linear functionals on linear spaces.
A family L of functions f : X → R on a set X is called a lattice of

functions.

(i) If f, g ∈ L and c ≥ 0, then f + g, cf , inf(f, g) and inf(f, c) are
functions in L.

(ii) If f, g ∈ L and f ≤ g, then g − f ∈ L.

The family of E-measurable functions (E being a σ-algebra on X) and the
space of continuous functions in a topological space X are examples of
lattices of functions. Moreover, if L is a lattice of functions on X , so is the
subset L+ := {f ∈ L | f ≥ 0}.

Let (E , μ) be a measure on X and let L ⊂ L1(X,μ) be a family of
summable functions on X . As we have seen, ϕ → ∫

X
ϕdμ, ϕ ∈ L, defines

a linear operator that is continuous for the μ-a.e. increasing convergence.
Indeed such a property characterizes the integral completely. In fact, one
can prove the following.

6.14 Theorem (Riesz). Let L be a lattice of functions on X and let
λ : X → R be a linear functional such that the following hold:

(i) ∀f, g ∈ L and c ≥ 0 we have λ(f + g) = λ(f) + λ(g) and λ(cf) =
c λ(f).

(ii) If f, g ∈ L and f ≤ g, then λ(f) ≤ λ(g).
(iii) If {fk} ⊂ L, f ∈ L and {fk} converges increasingly to f , then

λ(fk) → λ(f).

Then there is a measure (E , μ) on X such that every function in L is
E-measurable and λ(f) =

∫
X
f dμ for all f ∈ L.

We shall not prove this theorem1. We confine ourselves to discussing
the case of linear, monotone and continuous functionals on continuous
functions in Rn. First, let us recall some notation and notice a few facts.

We denote by Cc(Rn) the class of continuous functions with compact
support in Rn and with C0(R

n) its completion with respect to the uniform
norm || ||∞,Rn . Of course, C0(Rn) is a Banach space with the uniform norm.
Furthermore, since the uniform limit of continuous functions produces a
continuous function, it is not difficult to show that f belongs to C0(Rn) if
and only if f is continuous and for any ε > 0 there exists a compact set K
such that ||f ||∞,Kc < ε.

Recall that a linear map L : C0(R
n) → R is continuous on C0(R

n) if
and only if there is a constant K > 0 such that |L(f)| ≤ K ||f ||∞,Rn . The
norm of L is then defined as

||L|| := inf
{
K
∣∣∣ |L(f)| ≤ K||f ||∞,Rn ∀f ∈ C0(R

n)
}

1 The interested reader may refer to, for example, H. Federer, Geometric Measure
Theory, Springer-Verlag, 1969, Section 2.5.2.
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or, equivalently, as

||L|| = sup
{
L(f)

∣∣∣ f ∈ C0(R
n), ||f ||∞,Rn ≤ 1

}
;

therefore, L : C0(Rn) → R is continuous on C0(Rn) if and only if ||L|| < ∞.
Let μ be a finite Radon measure. The functional

L(f) :=

∫
Rn

f(x) dμ

is linear on C0(Rn), positive, meaning that L(f) ≥ 0 if f ≥ 0, and contin-
uous on C0(R

n), since

|L(f)| ≤
∫
Rn

|f | dμ ≤ ||f ||∞,Rnμ(Rn).

In particular, ||L|| ≤ μ(Rn).

6.15 Theorem (Riesz). Let L : C0(Rn) → R be a linear, positive and
continuous functional on C0(Rn). There exists a unique Borel-regular and
finite measure μ such that

L(f) =

∫
Rn

f dμ ∀f ∈ C0(R
n).

Furthermore, μ(Rn) = ||L||.
Proof. Denote by A the family of open sets in Rn. For A ∈ A, set

ζ(A) := sup
{
L(f)

∣∣∣ f ∈ C0(R
n), 0 ≤ f(x) ≤ χA(x)

}
and let μ be the outer measure obtained from (A, ζ) by Method I of construction of
measures,

μ(E) := inf
{ ∞∑
i=1

ζ(Ai)
∣∣∣ ∪i Ai ⊃ E, Ai open

}
= inf

{
ζ(A)

∣∣∣A ⊃ E, A open
}
.

We now prove that (B(Rn), μ) is the measure μ in the claim.

(i) Trivially, μ = ζ on A. Therefore,

μ(Rn) = ζ(Rn) = sup
{
L(f)

∣∣∣ f ∈ C0(R
n), 0 ≤ f(x) ≤ 1

}
= ||L||, (6.9)

in particular, μ is finite.

(ii) μ is a Borel measure. It is easily seen that ζ is finitely additive on A. Consider
two generic sets E and F in Rn with d(E, F ) > 0. For any given ε > 0, we find open
sets A and B with A ⊃ E, B ⊃ F , A ∩ B = ∅ and ζ(A ∪ B) ≤ μ(E ∪ F ) + ε. Hence,
ζ(A) + ζ(B) = ζ(A ∪B) and

μ(E ∪ F ) ≥ ζ(A ∪B) − ε = ζ(A) + ζ(B)− ε ≥ μ(E) + μ(F )− ε,

concluding, ε being arbitrary,

μ(E ∪ F ) = μ(E) + μ(F )



346 6. Hausdorff and Radon Measures

if E and F have positive distance. The Carathéodory test, Theorem 5.36, implies then
that μ is a Borel measure.

(iii) μ is a Borel-regular measure. In fact, if E ⊂ Rn is a generic set and {Ak} a family
of open sets with Ak ⊃ E and μ(Ak) ≤ μ(E) + 1/k, we have μ(∩kAk) = μ(E).

(iv) L(f) ≤ ∫
Rn f dμ for all nonnegative f ∈ C0(Rn). Of course, functions in C0(Rn)

are bounded. Set b := ||f ||∞,Rn . Given ε with 0 < ε < 1, choose an integer k > 1/ε and
divide the interval ]− b/k, b+ b/k] into k + 2 closed on the right intervals

Ei =
{
x
∣∣∣ yi < f(x) ≤ yi+1

}
of length 1/k, where yi = b

k
i, i = −1, 0, . . . , k + 1. Clearly, {Ei} is a partition of Rn.

Moreover, for ε with 0 < ε < 1, choose an open set Vi with Ei ⊂ Vi ⊂ Ei ∪ Ei+1

and μ(Vi) ≤ μ(Ei) +
ε

k(k+1)
. The family {Vi} is a pointwise finite covering of Rn, and

there is a partition of unity associated to it, see [GM4], i.e., functions hi ∈ Cc(Vi) with
0 ≤ hi(x) ≤ χVi

(x) and
∑

i hi(x) = 1. Consequently,

L(f) = L
( k−1∑

i=−1

hif
)
=

k−1∑
i=−1

L(hif) ≤
k−1∑
i=−1

yi+2L(hi) ≤
k−1∑
i=−1

yi+2μ(Vi)

≤
k−1∑
i=−1

(
yi + 2

b

k

)(
μ(Ei) +

ε

k(k + 1)

)

≤
k−1∑
i=−1

yiμ(Ei) + 2bε

k−1∑
i=−1

μ(Ei) + 2ε
b

k2(k + 1)
+

ε

k(k + 1)

k−1∑
i=−1

yi

≤
∫
Rn

f dμ+ ε
(
2bμ(Rn) + 2b+ 1),

hence L(f) ≤ ∫ n
R

f dμ if f is nonnegative.

(v) L(f) =
∫
Rn f dμ for all f ∈ C0(Rn). It suffices to prove

L(f) ≤
∫
Rn

f dμ ∀f ∈ C0(R
n), (6.10)

since the required equality follows by applying (6.10) to f and −f .
Since by the Lusin theorem C0(Rn) is dense in L1(Rn, μ), it follows from (iv) that

L extends of a linear functional L̃ : L1(X, μ) → R continuous on L1(X, μ). Choosing

{ϕn} ⊂ C0(Rn) such that ϕn ↑ 1, Beppo Levi’s theorem yields L(ϕn) → L̃(1) and,

since trivially L(ϕn) ≤ ||L|| ≤ L̃(1), we get

L̃(1) = ||L|| = μ(Rn).

Let f ∈ C0(Rn); then for some constant c, f + c is nonnegative, and, consequently,
by (iv) and the above,

L(f) = L̃(f) = L̃(f + c)− L̃(c) = L(f + c)− cL̃(1)

≤
∫

(f + c) dμ−
∫

c dμ =

∫
f dμ.

(vi) Finally, let us prove uniqueness of the measure μ. Let μ1 and μ2 fulfill the thesis
of the theorem and let E ⊂ Rn. Since μ1 and μ2 are Borel-regular and finite, hence
Radon measures, there exists a compact set C and an open set A such that C ⊂ E ⊂ A
and μ(A \ C) < ε. Furthermore, it is not restrictive to assume that A is bounded. The
function

f(x) :=
d(x, Ac)

d(x, Ac) + d(x, C)
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is, of course, continuous and with compact support and we have

μ1(E)− ε ≤ μ1(K) ≤
∫

f dμ1 = L(f) =

∫
f dμ2 ≤ μ2(A) ≤ μ2(E) + ε.

Exchanging μ1 and μ2, we then conclude that |μ1(E)− μ2(E)| < 2 ε for all ε > 0. ��

6.2 Differentiation of Measures

In this section we discuss the following. Let f : Rn → R be a nonnegative
and measurable function. The function

λ(A) :=

∫
A

f(x) dx (6.11)

defines trivially a new measure in Rn for which Lebesgue measurable sets
are λ-measurable. It is easily seen that λ uniquely determines f for a.e. x;
we would like to have an explicit formula for f in terms of λ.

We also characterize measures λ in Rn that can be written as in (6.11).
Finally, we discuss how to compare two measures λ and μ in Rn.

6.2.1 Differentiation of Lebesgue integral

Let f : Rn → R be a nonnegative and measurable function and let λ be
the Borel-regular measure

λ(A) :=

∫
A

f(x) dx. (6.12)

In this subsection we characterize f in terms of λ.
We know that if f is continuous at x, the integral mean value theorem

yields

lim
r→0

λ(B(x, r))

|B(x, r)| = lim
r→0

1

|B(x, r)|
∫
B(x,r)

f(y) dy = f(x).

If f is merely locally summable, the number

dλ

dLn
(x) := lim

r→0

λ(B(x, r))

|B(x, r)| ,

if it exists, is called the Radon–Nikodym derivative, or simply the derivative
at x of the measure λ in (6.12) with respect to the measure Ln.

In this subsection we prove the following.
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Figure 6.1. The first page of the doctorate thesis of Henri Lebesgue (1875–1941) that
appeared in 1902, and an essay on the hystorical developments of Lebesgue’s integral.

6.16 Theorem (Vitali–Lebesgue). Let f be a nonnegative and locally
summable function and let λ be defined by (6.11). Then dλ

dLn (x) exists, is

finite and dλ
dLn (x) = f(x) for Ln-a.e. x.

The proof is based on the notion of the Hardy–Littlewood maximal
function and is quite robust with respect to the family of averaging sets.
Later, see Section 6.2.4, we shall present the classical proof that uses the
celebrated Vitali covering theorem.

a. Maximal function

Let f : Rn → R be a function in L1(Rn). The Hardy–Littlewood maximal
function of f is the function

Mf(x) := sup
r>0

1

|B(x, r)|
∫
B(x,r)

|f(y)| dy, x ∈ Rn.

Clearly, Mf(x) is nonnegative, depends only on the a.e. equivalence class
of f and is upper semicontinuous since the integral means are continuous
functions of the radius. Moreover, if f ∈ L∞(Rn), then Mf ∈ L∞(Rn)
and ||Mf ||∞ ≤ ||f ||∞.

6.17 ¶. Show that if f ∈ L1(Rn) and is nonzero on a set of positive measure, then
Mf(x) ≥ c/|x|n for |x| ≥ 1 where c is a constant independent of x. In particular,
Mf(x) /∈ L1(Rn).

Results on the differentiation of integrals for noncontinuous functions
are granted on suitable selections of coverings. Here, the following lemma
will suffice.
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6.18 Lemma. Let X be a metric space with distance d and let B =
{B(x, r(x))} be a covering with open balls of a compact set K ⊂ X. We
may select from B a finite and disjoint family of balls B′ := {B(xi, ri)}i=1,N

such that K ⊂ ∪N
i=1B(xi, 3ri).

Proof. Since K is compact, we may and do assume that B is a finite covering of K. We
order the balls in B according to decreasing radii and iteratively select disjoint balls by
choosing first a ball B1 of maximal radius, then a ball B2 of maximal radius among
the balls that do not intersect B1, a ball B3 of maximal radius among the balls of
the covering that do not intersect B1 ∪ B2 and so on. In other words, at each step we
choose a ball of maximum radius among the avalaible balls and then remove all balls
that intersect it.

The family B′ := {B1, . . . , BN} of the selected balls have the properties stated in
the lemma. In fact, B′ is a disjoint family of balls and, ifB(x, r) ∈ B is a nonselected ball,
then B(x, r) intersects at least a ball Bj ∈ B′ with rj ≥ r, hence d(x, xj) < r+rj ≤ 2rj .

If follows that B(x, r) ⊂ B(xj , 3rj) and, in conclusion, K ⊂ ∪B∈BB ⊂ ∪N
j=1B(xj , 3rj).

��

The key information on maximal functions that follows from the argu-
ment in Lemma 6.18 is contained in the following estimate known as the
weak (1− 1) estimate or Hardy–Littlewood weak estimate.

6.19 Proposition (Hardy–Littlewood). Let f ∈ L1(Rn). For all t > 0
we have ∣∣∣∣{x ∣∣∣Mf(x) > t

}∣∣∣∣ ≤ 3n

t

∫
Rn

|f(x)| dx. (6.13)

Proof. Let K be a compact set contained in {Mf(x) > t}. For all x ∈ K there exists a
ball B(x, r(x)) such that

1

|B(x, r(x))|
∫
B(x,r(x))

|f(y)| dy > t.

The family B = {B(x, r(x))}x∈K is a covering of K with open balls for which
Lemma 6.18 yields a finite subfamily {B(xj , rj)} of disjoint balls such that K ⊂
∪N
j=1B(xj , 3rj). Consequently, |K| ≤ 3n

∑N
j=1 |B(xj , rj)| and

|K| ≤ 3n
N∑

j=1

|B(xj , rj)| ≤ 3n

t

N∑
j=1

∫
B(xj ,rj)

|f(y)| dy ≤ 3n

t

∫
Rn

|f(y)| dy

since the balls are disjoint. Since K ⊂ {x |Mf(x) > t} is arbitrary, the claim is proved.
��

b. Differentiation of Lebesgue’s integral

6.20 Theorem (Lebesgue). Let f ∈ Lp(E), 1 ≤ p < +∞, where E is a
measurable set in Rn. For Ln-a.e. x ∈ E we have

1

|B(x, r)|
∫
E∩B(x,r)

|f(y)− f(x)|p dy → 0 as r → 0+.

In particular, for a.e. x ∈ Rn

1

|B(x, r)|
∫
E∩B(x,r)

f(y) dy → f(x) as r → 0+.
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Then Theorem 6.16 follows.

Proof. First we notice that it suffices to prove the theorem for functions f ∈ Lp(Rn).
In fact, if f ∈ Lp(E), then fχE ∈ Lp(Rn), hence from

1

|B(x, r)|
∫
B(x,r)

|f(y)χE(y) − f(x)χE(x)|p dy → 0

for a.e. x ∈ Rn, we have, in particular,

1

|B(x, r)|
∫
E∩B(x,r)

|f(y)χE(y) − f(x)χE(x)|p dy → 0,

that is,
1

|B(x, r)|
∫
E∩B(x,r)

|f(y)χE(y) − f(x)|p dy → 0

for a.e. x ∈ E.
Assume f ∈ Lp(Rn) and set

V (f, x) := lim sup
r→0

(
1

|B(x, r)|
∫
B(x,r)

|f(y) − f(x)|p dy

)1/p

.

We shall prove that V (f, x) = 0 for a.e. x ∈ Rn. This is true if f : Rn → R is also
continuous. In fact, the integral mean theorem yields

1

|B(x, r)|
∫
B(x,r)

|f(y) − f(x)|p dy ≤
(
oscB(x,r) f

)p
,

hence
V (f, x) ≤ lim sup

r→0+
oscB(x,r) f = 0.

It f is not continuous, by the density theorem, Theorem 1.25, there is a sequence
of continuous and p-summable functions ϕk : Rn → R such that ||f − ϕk ||p → 0. Now

|f(y)− f(x)| ≤ |f(y)− ϕk(y)|+ |ϕk(y)− ϕk(x)|+ |ϕk(x) − f(x)|,
hence

V (f, x) ≤ |f(x)− ϕk(x)|+ V (ϕk , x)

+ limsup
r→0

(
1

|B(x, r)|
∫
B(x,r)

|f(y) − ϕk(y)|p dy

)1/p

≤ |f(x)− ϕk(x)|+
(
M(|f − ϕk|p)(x)

)1/p (6.14)

Notice that V (ϕk , x) = 0 since ϕk is continuous. For a given ε > 0, (6.14) yields{
x
∣∣∣ V (f, x) > ε

}
⊂
{
x
∣∣∣ (M(|f − ϕk|p)(x))1/p >

ε

2

}⋃{
x
∣∣∣ |ϕk(x)− f(x)| > ε

2

}
.

From (6.13) we infer∣∣∣{x ∣∣∣ (M(|f − ϕk|p)(x))1/p >
ε

2

}∣∣∣ ≤ 2p3n

εp

∫
Rn

|f − ϕk|p dy

and from Chebichev’s inequality∣∣∣{x ∣∣∣ |ϕk(x)− f(x)| > ε

2

}∣∣∣ = ∣∣∣{x ∣∣∣ |ϕk(x)− f(x)|p > (ε/2)p
}∣∣∣ ≤ 2p

εp

∫
Rn

|f − ϕk |p dy.

We then conclude
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∣∣∣∣{x ∣∣∣ V (f, x) > ε
}∣∣∣∣ ≤ 2p(3n + 1)

εp

∫
|f − ϕk|p dy ∀k.

Letting k → ∞, we conclude |{x |V (f, x) > ε}| = 0, and, since ε is arbitrary,∣∣∣∣{x ∣∣∣ V (f, x) > 0
}∣∣∣∣ = lim

j→∞

∣∣∣∣{x ∣∣∣V (f, x) >
1

j

}∣∣∣∣ = 0.

��

6.21 Example. If f ∈ L1(]− 1, 1[), for a.e. x ∈]− 1, 1[, we have

lim
r→0+

1

2r

∫ x+r

x−r
f(y) dy = f(x).

c. Some variants of Lebesgue differentiation

The previous argument is sufficiently robust to allow us to infer variants of
Lebesgue’s theorem. Not only averages over balls converge almost every-
where: We can replace balls by cubes or even other families. For instance,
assume that A is a bounded set of positive measure, say

A ⊂ B(0, 100) ⊂ Rn, |A| = c |B1|.
For all x ∈ Rn, r > 0 and Ax,r := x+r A we clearly haveAx,r ⊂ B(x, 100 r)
and |Ax,r| = rn |A| = c rn B1 = c |B(x, r)|. The following analogous of
Lebesgue’s theorem holds.

6.22 Theorem. Let f ∈ Lp(E), E ⊂ Rn. For a.e. x ∈ E we have

1

|Ax,r|
∫
E∩Ax,r

|f(y)− f(x)|p dy → 0 per r → 0+.

Proof. As previously, we may assume f ∈ Lp(Rn) and for x ∈ Rn set

VA(f, x) := lim sup
r→0

(
1

|Ax,r|
∫
Ax,r

|f(y) − f(x)|p dy

)1/p

.

We get

VA(f, x) ≤
(
MA(|f − ϕk |p)(x)

)1/p
+ |f(x)− ϕk(x)|,

where for g ∈ L1(Rn) we have set

MA(g, x) := sup
r>0

1

|Ax,r|
∫
Ax,r

|g(y)| dy.

The proof then follows the same path of the proof of Theorem 6.20, provided we prove
a Hardy–Littlewood inequality for the modified maximal function MA, i.e.,∣∣∣∣{x ∣∣∣MAf(x) > t

}∣∣∣∣ ≤ C

t

∫
Rn

|f(y)| dy, ∀t > 0 (6.15)

for some constant C independent of f and t. For that, we notice that

1

|Ax,r|
∫
Ax,r

|f(y)| dy ≤ 1

c

1

|B(x, r)|
∫
B(x,100 r)

|f(y)| dy

≤ 1

C

1

|B(x, 100 r)|
∫
B(x,100 r)

|f(y)| dy
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with C = c(100)−n. It follows that MAf(x) ≤ 1
C
Mf(x), hence {x |MAf(x) > t} ⊂

{x |Mf(x) > C t} and therefore, by (6.15),∣∣∣∣{x ∣∣∣MAf(x) > t
}∣∣∣∣ ≤ ∣∣∣∣{x ∣∣∣Mf(x) > C t

}∣∣∣∣ ≤ 3n

C t

∫
Rn

|f(y)| dy ∀t > 0.

��

6.23 ¶. Let f ∈ L1(R). Show that for a.e. x ∈ R

lim
r→0+

1

r

∫ r

0
f(x+ t) dt = lim

r→0+

1

r

∫ 0

−r
f(x+ t) dt = f(x)

and

lim
r→0+

1

r

∫ 2r

r
f(x+ t) dt = f(x).

6.24 ¶. For f ∈ L1(Rn) set Mf(x) = supQx
1

|Q|
∫
Q |f(y)| dy, where the supremum

is taken among all cubes containing x with sides parallel to the axes. Show that there
exists a constant c = c(n) such that for all f ∈ L1(Rn) and t > 0∣∣∣∣{x ∣∣∣Mf(x) > t

}∣∣∣∣ ≤ c

t

∫
Rn

|f(y)| dy.

Deduce that, if f ∈ Lp
loc(E), E ⊂ Rn, p ≥ 1, then for a.e. x ∈ E we have

lim
|Q|→0
Q�x

1

|Q|
∫
E∩Q

|f(y) − f(x)|p dy = 0.

6.25 ¶. Let E ⊂ Rn be a measurable set and x ∈ Rn. The upper density, lower density
and density of E at x is respectively defined as

θ∗(E, x) := lim sup
r→0

|E ∩ B(x, r)|
|B(x, r)| , θ∗(E, x) := lim inf

r→0

|E ∩ B(x, r)|
|B(x, r)|

and

θ(E, x) := lim
r→0

|E ∩ B(x, r)|
|B(x, r)| .

Show that

(i) θ∗(E, x), θ∗(E, x) are measurable functions, actually Borel functions,
(ii) θ(E, x) = 1 for a.e. x ∈ E and θ(E, x) = 0 for a.e. x ∈ Ec.

d. Lebesgue’s points

The following theorem allows us to identify a representative in each equiv-
alence class of functions in L1.

6.26 Definition. Let f : E ⊂ Rn → R be a summable function in E. The
Lebesgue points of f are the points of the set

Lf :=
{
x ∈ E ∈ Rn

∣∣∣ ∃λ ∈ R such that

1

|B(x, r)|
∫
E∩B(x,r)

|f(y)− λ| dy → 0
}
.
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The set Lf and the function λ(x) : Lf → R depend on the a.e. equivalence
class of f and not on f directly. The function λ(x) : Lf → R is called the
Lebesgue representative of f .

6.27 Theorem. If λ : Lf → R is the Lebesgue representative of f , then
|Rn \ Lf | = 0, i.e., f(x) = λ(x) for a.e. x.

6.28 ¶. Prove Theorem 6.27.

6.2.2 Radon–Nikodym theorem

In this subsection we deal with a comparison argument between two mea-
sures. As a byproduct, we characterize the measures λ for which a differ-
entiation formula such as (6.11) holds.

6.29 Definition. Two measures (μ, E) and (ν, E) on X are said to be
mutually singular if there is E ∈ E such that μ(E) = 0 and ν(Ec) = 0.
We say that (ν, E) is absolutely continuous with respect to (μ, E), and we
write ν � μ if ν(E) = 0 whenever μ(E) = 0.

6.30 Example. The measure μ(A) =
∫
A f dLn, f ∈ L1(Rn), f ≥ 0, is absolutely

continuous with respect to Lebesgue’s measure Ln. The Dirac measure at 0,

δ0(A) :=

⎧⎨⎩1 if 0 ∈ A,

0 if 0 /∈ A

is singular with respect to Ln. In fact, for Z := Rn \ {0}, we have δ0(Z) = 0 and
Ln(Zc) = 0.

6.31 Proposition. Let λ1, λ2, μ : X → R be three measures in X. We
have the following:

(i) If f is nonnegative, μ-measurable and ν(E) :=
∫
E f dμ, then ν << μ.

(ii) If λ1 ⊥ μ and λ2 ⊥ μ, then λ1 + λ2 ⊥ μ.
(iii) If λ1 � μ and λ2 � μ, then λ1 + λ2 � μ.
(iv) If λ1 � λ2 and λ2 ⊥ μ, then λ1 ⊥ μ.
(v) If λ1 � μ and λ1 ⊥ μ, then λ1 = 0.

6.32 ¶. Prove Proposition 6.31.

6.33 Proposition. Let (λ, E) and (μ, E) be two measures and suppose that
(λ, E) is finite. Then (λ, E) is absolutely continuous with respect to (μ, E)
if and only if for all ε > 0 there exists δ > 0 such that for all E ∈ E with
μ(E) < δ we have λ(E) < ε.
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Figure 6.2. Otto Nikodým (1887–1974) and Thomas Jan Stieltjes (1856–1894).

Proof. Suppose λ � μ. Assume by contradiction that for ε > 0 and for a sequence
{Ek} ⊂ E we have μ(Ek) < 2−k and λ(Ek) ≥ ε. Then for E := ∩∞

k=1 ∪∞
j=k Ej ∈ E we

have

μ(E) = lim
k→∞

μ
( ∞⋃

k=j

Ej

)
≤ lim

k→∞

∞∑
j=k

μ(Ej) = 0

and, since λ is finite,

λ(E) = lim
k→∞

λ
( ∞⋃

k=j

Ej

)
≥ lim inf

j→∞
λ(Bj ) ≥ ε,

a contradiction. The converse is trivial. ��

6.34 ¶. In Proposition 6.33 it is essential that (λ, E) is finite. Show that Proposi-
tion 6.33 does not hold for λ(A) :=

∫
A f(t) dL1(t) and μ(A) := L1(A) for a suitable

choice of f ∈ L1
loc(R).

6.35 Theorem. Let (λ, E) and (μ, E) be two σ-finite measures in X. Then
there is a unique decomposition of λ as a sum of two measures λ = λa+λs

with λa � μ and λs ⊥ μ.
More precisely, there exists an E-measurable and nonnegative function

θ with θ(x) < +∞ for μ-a.e. x such that setting Z := {x | θ(x) = +∞},
we have μ(Z) = 0 and

λa(E) =

∫
E

θ dμ, λs(E) = λ(E ∩ Z) ∀E ∈ E . (6.16)

Proof. The ideas in the following proof go back to von Neumann.

Step 1. As usual, it easy to see, using the standard exhaustion argument, that is suffices
to prove the theorem under the extra assumption that μ and λ are finite. In fact, if μ and
λ are only σ-finite, we may then assume that there exists a disjoint sequence {Ek} ⊂ E
with μ(Ek), λ(Ek) < ∞ such that X = ∪kEk. By applying the theorem to λ Ek and

μ Ek for each k, we find a nonnegative E-measurable function θk : Ek → R such that
if Zk := {x ∈ Ek | θk(x) = +∞}, then μ(Zk) = 0 and λ Ek = λa

k + λs
k, where
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λa
k(E) =

∫
E∩Ek

θk dμ, λs
k(E) = λ(E ∩ Zk).

Summing in k one gets the Lebesgue decomposition formula for λ with respect to μ.

Step 2. From now on we shall assume that λ and μ are finite. The linear functional
L(ϕ) :=

∫
ϕdλ is continuous on L2(X, μ+ λ) since

|L(ϕ)| ≤
∫
X

|ϕ| dλ ≤ λ(X)1/2
(∫

X
|ϕ|2 dλ

)1/2

≤ λ(X)1/2
(∫

X
|ϕ|2 d(λ + μ)

)1/2

.

Therefore, Riesz’s theorem yields g ∈ L2(X, μ + λ) such that∫
ϕdλ = L(ϕ) = (ϕ|g)2,μ+λ =

∫
ϕg d(λ + μ)

i.e., ∫
ϕ(1− g) dλ =

∫
ϕg dμ (6.17)

for every ϕ ∈ L2(X, μ + λ), in particular, for all bounded and E-measurable ϕ since λ
and μ are finite.

Equation (6.17) for ϕ equal to the characteristic function of the sets {x | g(x) < 0},
{x | g(x) > 1} and {x | g(x) = 1} yields respectively 0 ≤ g(x) and g(x) ≤ 1 for (λ+μ)-a.e.
x, and g(x) < 1 for μ-a.e. x.

Step 3. Let

Z := {x | g(x) = 1}, λa(E) := λ(A ∩ Zc) and λs(E) := λ(E ∩ Z).

Trivially, λs ⊥ μ since μ(Z) = 0 and λs(Zc) = 0. Moreover, if μ(N) = 0, again by
(6.17), ∫

N∩Zc
(1− g)dλ =

∫
χN∩Zc(1 − g) dλ =

∫
N∩Zc

g dμ = 0.

Since g < 1 on Zc, we then conclude that λa(E) = λ(N ∩ Zc) = 0.

Step 4. Let ϕ be E-measurable and nonnegative. For any integer n, we get from (6.17)∫
ϕ
( n∑

k=0

gk
)
(1− g) dλ =

∫
ϕg
( n∑

k=0

gk
)
dμ,

hence Beppo Levi’s theorem yields, as n → ∞,∫
Zc

ϕdλ =

∫
ϕ

g

1− g
dμ.

In conclusion, setting θ := g
1−g

, we have

Z =
{
x
∣∣∣ θ(x) = ∞

}
and λa(E) = λ(E ∩ Zc) =

∫
E
θ(x) dμ.

Step 5. Let us prove the uniqueness of the Lebesgue decomposition of λ with respect to
μ.

Suppose λ = λa + λs = λ1 + λ2 with λa, λ1 � μ and λ2 ⊥ μ, λs ⊥ μ. Let
B and B1 be such that μ(B) = μ(B1) = 0 and λs(Bc) = λ2(Bc

1) = 0. For A ∈ E
and A ⊂ B ∪ B1, since μ(A) = 0 and λa, λ1 � μ necessarily λa(A) = λ1(A) = 0,
hence λs(A) = λ(A) = λ2(A). If A ⊂ Bc ∩ Bc

1, then necessarily λs(A) = λ2(A) = 0.
Consequently, for all A ∈ E

λ2(A) = λ2(A ∩ (B ∪ B1)) + λ2(A ∩ (Bc ∩ Bc
1))

= λs(A ∩ (B ∪ B1)) + λs(A ∩ (Bc ∩ Bc
1)) = λs(A),

i.e., λs = λ2. It follows that λa(A) = λ1(A) for all A with λ(A) < +∞, and since λ is
σ-finite, we conclude that λa = λ1. ��
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6.36 Corollary. Let (λ, E) and (μ, E) be two σ-finite measures in X. Then
λ � μ if and only if there exists an E-measurable and nonnegative function
θ with θ(x) < +∞ μ-a.e. such that

λ(E) =

∫
E

θ dμ, ∀E ∈ E . (6.18)

Proof. Consider E ∈ E such that μ(E) = 0. If (6.18) holds, then λ(E) = 0 by the
definition of integral. This proves that λ � μ. Conversely, assume that λ � μ. The
uniqueness of the Lebesgue decomposition of λ yields λa = λ and λs = 0. Therefore
(6.18) follows from Theorem 6.35. ��

If (λ, E) and (μ, E) are two σ-finite measures, we write λ = θ μ or
dλ = θ dμ instead of (6.18). Of course, (6.18) implies that∫

ϕdλ =

∫
ϕθ dμ

for all nonnegative and E-measurable functions ϕ, by the usual procedure,
using simple functions and Beppo Levi’s theorem. A trivial consequence
is the chain rule for the Radon–Nikodym derivatives: If dν = ρ dλ and
dλ = θ dμ, then dμ = ρθ dμ since for E ∈ E

ν(E) =

∫
χEρ dλ =

∫
χEρθ dμ.

6.2.3 Doubling measures in metric spaces

a. Differentiation of the integral

6.37 Definition. Let X be a metric space with distance d and let μ be
a measure in X. Denote by B(x, r) := {y ∈ X | d(x, y) < r}. We say
that μ has the doubling property if there is a constant C > 0 such that
μ(B(x, 2r)) ≤ Cμ(B(x, r)) ∀x ∈ X, ∀r > 0.

Trivially, μ is doubling if and only if there exists a constant C′ such
that μ(B(x, 5r)) ≤ C′μ(B(x, r)) ∀x ∈ X , ∀r > 0.

Going through the proof of the weak-type estimate for the Hardy–
Littlewood function, Proposition 6.19, it clearly appears that the only
properties of Ln that enter the proof are (i) Ln is a Radon measure and
(ii) Ln has the doubling property. Therefore, assuming that μ is a Radon
measure, the same proof yields the following.

6.38 Proposition. Let μ be a measure on a metric space X satisfying the
doubling property and f ∈ L1

loc(X). Define the maximal function of f with
respect to μ at x ∈ sptμ by

Mμf(x) := sup
r>0

1

μ(B(x, r))

∫
B(x,r)

|f(y)| dμ(y). (6.19)
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Then, for any t > 0,

μ
({

x ∈ sptμ
∣∣∣Mμf(x) > t

})
≤ C

t

∫
X

|f(y)| dμ(y). (6.20)

The proof follows the same line of the proof of Proposition 6.19 if μ is a
Radon measure with the doubling property. In the general case, a slight
improvement in the covering argument is needed.

Let us describe the needed covering argument. If B is a ball in X , we

denote by r(B) the radius of B and by B̃ the ball with the same center as
B and radius five times r(B),

B̃ := B(x, 5 r) if B = B(x, r).

If B is a family of balls ofX , we denote by B̃ the family {B(x, 5r) |B(x, r) ∈
B}.

6.39 Lemma. Let X be a metric space and let B be a family of balls in
X with bounded diameters,

sup
{
r(B)

∣∣∣B ∈ B
}
< +∞

(it is irrelevant whether the balls are open or closed). Then there exists a
subfamily B′ of Bof disjoint balls such that for any B ∈ B there is B′ ∈ B′

such that B ∩B′ �= ∅ and B ⊂ B̃′. Consequently,⋃
B∈B

B ⊂
⋃

B∈B′
B̃.

Proof. When B is denumerable, we can order the balls of B in a sequence of decreasing
radii and inductively select the subfamily as in Lemma 6.18. As, in general, X need not
be separable, one proceeds similarly using the axiom of choice. Let

Bh =
{
B ∈ B

∣∣∣R 2−h−1 < r(B) ≤ R 2−h
}

where R := sup{r
∣∣∣B(x, r) ∈ B}. By Zorn’s lemma there is a maximal set of disjoint

balls B′
0 ⊂ B0. We define inductively B′

h as the maximal set of disjoint balls in{
B ∈ Bh

∣∣∣B ∩C = ∅ ∀C ∈ ∪h−1
j=1B′

j

}
.

The set B′ := ∪∞
h=1B′

h has the requested properties. In fact, the balls in B′ are disjoint
as for each h the balls in B′

h are disjoint and also disjoint from the balls previously
chosen in B′

j for j = 0, . . . , h−1. On the other hand, if B ∈ Bh \B′, then B meets a ball

B′ ∈ B′ of radius at least R 2−h−1, hence B ⊂ B̃′. It follows that ∪B∈BB ⊂ ∪B∈B′B̃.
��
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Proof of Proposition 6.38. We can assume that
∫
X |f(y)| dμ(y) < ∞, otherwise there

is nothing to prove. For x ∈ sptμ and R > 0, set

Mμ,Rf(x) := sup
0<r<R

1

μ(B(x, r))

∫
B(x,r)

|f(y)| dμ(y)

and consider the set

MR :=
{
x ∈ sptμ

∣∣∣Mμ,Rf(x) > t
}
.

For any x ∈ AR there is a ball B(x, r(x)) with r(x) < R such that μ(B(x, r(x))) <
1
t

∫
B(x,r(x))

|f(y)| dμ(y). Let B be the family of such balls. Lemma 6.39 yields a disjoint

subfamily B′ ⊂ B such that B̃′ is a covering of MR. Using also the doubling property
of μ, we then get

μ(MR) ≤
∑

B∈B′
μ(B̃) ≤ C

∑
B∈B′

μ(B) ≤ C

t

∑
B∈B′

∫
B
|f(y)| dμ(y) ≤ C

t

∫
X

|f(y)| dy,

where C depends on the doubling constant of μ. Finally, since R is arbitrary, we find

μ
({

x ∈ sptμ
∣∣∣Mμf(x) > t

})
= lim

R→∞
μ(MR) ≤ C

t

∫
X

|f(y)| dy.

��

Following the same path of the proof of Theorem 6.20, taking also into
account Proposition 6.38, we get the following.

6.40 Theorem. Let X be a metric space with distance d, let μ be a mea-
sure on X with the doubling property and let f ∈ Lp(X,μ), 1 ≤ p < +∞.
For μ-a.e. x ∈ sptμ we have

1

μ(B(x, r))

∫
B(x,r)

|f(y)− f(x)|p dμ(y) → 0 as r → 0+.

b. Differentiation of measures

Let λ and μ be σ-finite measures on a metric spaceX and let λ = λa+λs be
the Lebesgue decomposition of λ with respect to μ. From Theorem 6.35
we infer that λ(E) =

∫
θ dμ for some non-negative, μ-a.e. finite and E-

measurable function θ and λs(E) = λ(E∩J), where J = {x | θ(x)+ = ∞}.
However, the density function θ is obtained with a global argument;

a pointwise description of θ is likely to be more useful in analytic and
geometric applications. We deal precisely with this aspect of the Lebesgue
decomposition in the following sections. Here we restrict ourselves to the
case in which λ and μ are Radon measures and μ has the doubling property.

For x ∈ sptμ we define

D+
μ λ(x) = lim sup

ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))
, D−

μ λ(x) = lim inf
ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))
,

and if D+
μ λ(x) = D−

μ λ(x) at x ∈ sptμ, the common value is called the
Radon–Nikodym derivative at x of λ with respect to μ and denoted by
dλ
dμ (x),
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dλ

dμ
(x) = lim

ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))
.

Since closed balls can be approximated by open balls and conversely,
the upper and lower derivatives of λ with respect to μ do not change if we
replace closed balls with open balls. Since

D+
μ λ(x) = lim

k→∞
sup

0<ρ<1/k

λ(B(x, ρ))

μ(B(x, ρ))
,

D−
μ λ(x) = lim

k→∞
inf

0<ρ<1/k

λ(B(x, ρ))

μ(B(x, ρ))
,

we have the following.

6.41 Proposition. The functions D+
μ λ and D−

μ λ are Borel functions.

6.42 Theorem. Let λ and μ be two Radon measures on a metric space
X and let λ = λa + λs be the Lebesgue decomposition of λ with respect to
μ. Assume that μ has the doubling property. Then for μ-a.e. x the Radon–
Nikodym derivative of λa with respect to μ exists, is finite and

λa(E) =

∫
E

dλa

dμ
(x) dμ(x) ∀E ∈ B(X).

If moreover, X = ∪jXj where Xj are open with λ(Xj) < +∞, then

for μ-a.e. x, dλs

dμ (x) exists, is finite and dλs

δμ (x) = 0. Consequently, dλ
dμ (x)

exists and is finite for μ-a.e. x ∈ X. Moreover, we have

λs(E) = λ(E ∩ J) ∀E ∈ B(X)

where J := (sptμ)c ∪ {x ∈ sptμ |D+
μ λ(x) = +∞}.

6.43 Lemma. Let λ and μ be two Borel measures in a metric space X.
Assume that μ has the doubling property. If

E ⊂
{
x ∈ sptμ

∣∣∣ lim sup
r→0

λ(B(x, r))

μ(B(x, r))
> t
}
,

then there is a constant C such that

μ(E) ≤ C

t
inf
{
λ(A)

∣∣∣A ⊃ E,A open
}
. (6.21)

In particular, μ(E) ≤ C
t λ(E) for any Borel set E ⊂ X if λ is outer-regular.

Proof. Without loss of generality we may assume that A is an open set in X such that
A ⊃ E and λ(A) < +∞. For any x ∈ E, there is a ball B(x, rx) with rx < 1 such that
B(x, rx) ⊂ A and tμ(B(x, rx)) < λ(B(x, rx)). Let B be the collection of these balls.

Lemma 6.39 yields a disjoint family B′ ⊂ B such that B̃′ covers E. Therefore,

μ(E) ≤
∑

B∈B′
μ(B̃′) ≤ C

∑
B∈B′

μ(B) ≤ C

t

∑
B∈B′

λ(B) ≤ C

t
λ(A).

��
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Actually, one can get μ(E) ≤ 1
t inf{λ(A) |A ⊃ E, A open}.

Proof of Theorem 6.42. (i) From Theorem 6.35, λ decomposes uniquely as λ = λa+λs

and there exists a nonnegative μ-measurable function θ with θ < +∞ μ-a.e. such that

λa(E) =

∫
E
θ dμ, λs(E) = λ(E ∩ Z).

Since λ is locally finite and θ ∈ L1
loc(X, μ), Lebesgue’s differentiation theorem, Theo-

rem 6.16, yields, in turn, that

θ(x) = lim
r→0+

λa(B(x, r))

μ(B(x, r))

for μ-a.e. x, i.e., dλa

dμ
(x) exists and is finite for μ-a.e. x ∈ X.

(ii) We now prove that dλs

dμ
(x) = 0 for μ a.e. x ∈ X. To this purpose, for t > 0, set

Et :=
{
x ∈ sptμ

∣∣∣D+
μ λs(x) > t

}
.

Of course, μ(Et) = μ(Et ∩ J) + μ(Et ∩ Jc), μ(Et ∩ J) = 0 and λs(Et ∩ Jc) = 0. Since,
by assumption, λs is an outer-regular Borel measure, see Proposition 6.2, we can apply
Lemma 6.43 with λ := λs, and E := Et ∩ Jc to get tμ(Et ∩ Jc) ≤ λs(Et ∩ Jc) = 0.

Therefore μ(Et) = 0. Since t is arbitrary, dλs

dμ
(x) = 0 for μ-a.e. x ∈ X.

(iii) From (i) and (ii)

θ(x) =
dλa

dμ
(x) =

dλa

dμ
(x) +

dλs

dμ
(x) =

dλ

dμ
(x)

for μ-a.e. x ∈ X.

(iv) Finally, let us prove that λ J ⊥ μ. Let K ⊂ J ∩ sptμ be compact. Then for any
t > 0 we have

K ⊂ Ft :=
{
x ∈ sptμ

∣∣∣D+
μ λ(x) > t

}
.

Since by assumption λ is an outer-regular Borel measure, we can apply Lemma 6.43 to
find tμ(K) ≤ Cλ(K), hence μ(K) = 0 if we let t → ∞. Taking the supremum in K, we
conclude that μ(J) = 0. On the other hand, λ J(Jc) = λ(J ∩ Jc) = 0. ��

c. Monotone functions

d. Stieltjes–Lebesgue’s integral

Let h : R → R be a bounded and monotone function that, to be definite,
we assume nondecreasing. The function h has left and right limits h(x−)
and h(x+) respectively, at each point x, and h(x−) ≤ h(x) ≤ h(x+);
moreover, h is continuous at x if and only if h has no jump at x, i.e.,
h(x+) = h(x−) = h(x). Since for every integer k there are only finitely
many points where h has a jump larger than 1/k, the discontinuity points
of h are at most denumerable.

Let h : R → R be a nondecreasing, nonnegative and bounded function
that, moreover, is left-continuous. Starting from the semiring of left-closed
and right-open intervals,

I =
{
[a, b[

∣∣∣ a < b
}
,
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and the nonnegative set function α : I → R+ defined by α([a, b[) :=
h(b) − h(a), we construct a measure (M, μh) by means of Method I, i.e.,
we set for E ⊂ R

μh(E) := inf
{ ∞∑
k=1

(h(bk)− h(ak))
∣∣∣E ⊂ ∪k[ak, bk[

}
.

It is easily seen that α is finitely additive and subadditive. Moreover, the
following holds.

6.44 Proposition. Let h : R → R be nondecreasing, nonnegative, bounded
and left-continuous. Then the set function α([a, b[) := h(b) − h(a) defined
in the class of left-closed and right-open intervals is σ-additive.

Proof. Let {Ii} ⊂ I, Ii = [xi, yi[, be a disjoint covering of I = [a, b[. From the finite
additivity we infer

∞∑
i=1

α(Ii) ≤ α(I).

Let us prove the opposite inequality. For ε > 0, let {δi} be such that h(xi − δi) ≥
h(xi)− ε 2−i. The open intervals ]xi − δi, yi[ form an open covering of [a, b− ε], hence
finitely many among them cover again [a, b− ε[. Therefore, by the finite additivity,

h(b− ε)− h(a) ≤
N∑

k=1

(h(yik )− h(xik − δi) =
N∑

k=1

(α(Iik ) + ε 2−ik ) ≤
∞∑
i=1

α(Ii) + ε.

When ε tends to 0, we conclude

α(I) = h(b) − h(a) ≤
∞∑
i=1

α(Ii).

��

6.45 Example. If h is not left-continuous, the set function α : I → R, α([a, b[) :=
h(b) − h(a) is not, in general, subadditive. For instance, for 0 ≤ a ≤ 1, set

h(t) =

⎧⎪⎪⎨⎪⎪⎩
0 if − 1 ≤ t < 0,

a if t = 0,

1 if 0 < t ≤ 1.

If I = {[− 1
j
,− 1

j+1
[}j ∪ [0, 1[, clearly ∪I∈II = [−1, 1[, but

1 = h(1)− h(−1) = α
(
∪I∈I I

)
>
∑
I∈I

α(I) = h(1) − h(0) = 1− a

as soon as a > 0.

Because of Proposition 6.44, we get from Theorem 5.29 that μh agrees
with α on I, μh([a, b[) = h(b) − h(a), and that the Borel sets are μh-
measurable, so that μh is a finite Borel measure in R, called the Stieltjes–
Lebesgue measure associated to h. The corresponding integral denoted by
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∫
ϕdh :=

∫
ϕdμh

is called the Stieltjes–Lebesgue integral with respect to h.
The same considerations apply also to nondecreasing, nonnegative and

bounded functions that, moreoever, are right-continuous. In this case one
may start with the class J := {]a, b] | a < b} of left-open and right-closed
intervals and with α(]a, b]) := h(b)−h(a). If now h : R → R is an arbitrary
nondecreasing, bounded and nonnegative function, by changing h in at
most a denumerable set of points, one gets two nondecreasing, nonnegative
and bounded functions labeled h′ and h′′ that are respectively left- and
right-continuous. It is easy to see that the corresponding measures μh′ and
μh′′ constructed by Method I agree. We refer to them as the Lebesgue–
Stieltjes measure associated to the nondecreasing function h.

6.46 Theorem (Vitali). Let h : R → R be a nondecreasing, nonnegative
and bounded function. Then h is differentiable at a.e. x ∈ R, h′ is Borel
measurable and

μh(E) =

∫
E

h′(x) dx + μs
h(E), μs

h ⊥ L1. (6.22)

In particular, h′ ∈ L1(R), h′ is nonnegative and

0 ≤
∫ y

x

h′(x) dx ≤ h(y)− h(x) ∀x < y.

Proof. Let λ be the Stieltjes–Lebesgue measure associated to h, let λ = λa + λs be its
Lebesgue decomposition with respect to L1, g ∈ L1(R) be such that λa(E) =

∫
g(x) dx

and Z := {x | g = +∞} so that |Z| = 0 and λs(E) = λ(E ∩ Z).

(i) From the differentiation theorem for integrals, if A ⊂ B(0, 1), |A| ≥ c|B(0, 1)| and
Ax,r := x+ rA, we have

g(x) = lim
r→0

μa
h(Ax,r)

|Ax,r| for L1-a.e. x ∈ R.

(ii) For t ≥ 0, set

Et :=
{
x
∣∣∣ lim sup

r→0

λs(B(x, r))

2r
> t
}
.

Of course, Et = (Et ∩ Z) ∪ (Et ∩ Zc) and therefore |Et ∩ Z| = 0 and λs(Et ∩ Zc) =
0. Applying Lemma 6.43 with λ := λs, μ = L1 and E := Et ∩ Zc, it follows that
|Et ∩ Zc| = 0, from which we deduce that |Et| = 0. Since t is arbitrary,

lim sup
r→0

λs(B(x, r)

2r
= 0

for L1-a.e. x ∈ X and, since Ax,r ⊂ B(x, r) and |Ax,r| ≥ Cr, we also have

lim sup
r→0

λs(Ax,r)

|Ax,r| = 0

for L1-a.e. x ∈ R.

(iii) From (i) and (ii) we infer that
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g(x) = lim
r→0

μh(Ax,r)

|Ax,r|
exists finite for L1-a.e. x ∈ R. If we now choose Ax,r := [x, x+ r[ and Ax,r = [x− r, x[,
we find

g(x) = lim
r→0+

μh([x, x+ r[)

r
= lim

r→0+

h(x+ r)− h(x)

r
,

g(x) = lim
r→0−

μh([x− r, x[)

r
= lim

r→0−
h(x− r)− h(x)

r

for a.e. x, i.e., h is differentiable and g(x) = h′(x) for L1-a.e. x ∈ R. ��

6.47 ¶. Let h be nondecreasing, nonnegative, bounded and left-continuous. Prove that∫ b
a
dμh = h(b)− h(a) and μh({a}) = h(a+)− h(a−).

6.48 ¶. For x ∈ R, let hx(y) = χ]x,+∞[(y). Show that μh is the Dirac measure δx at
x. Consequently, for every function f : R → R we have∫

f(y) dμh(y) = f(x).

6.49 Theorem (Integration by parts). Let f : R → R be of class
C1(R) and let h be nondecreasing, nonnegative and left-continuous. Then∫ b

a

f ′(y)h(y) dy +

∫
[a,b[

f(y)dμh(y) = f(b)h(b)− f(a)h(a).

Proof. Consider the procuct measure μh(x) × L1(y) on R2 and let E := {(x, y) ∈
[a, b[×[a, b[

∣∣∣ a ≤ y ≤ x}. Fubini’s theorem yields the equalities∫∫
E
f ′(y) dμh × L1 =

∫
[a,b[

(∫ x

0
f ′(y) dy

)
dμh(x) =

∫
[a,b[

(f(x) − f(a))dμh(x)

=

∫
[a,b[

f(x) dμh(x) − f(a)(h(b) − h(a)),∫∫
E
f ′(y) dμh × L1 =

∫ b

a
f ′(y) dμh([y, b[) =

∫ b

a
f ′(y)(h(b) − h(y)) dy

= −
∫ b

a
f ′(y)h(y) dy + h(b)(f(b) − f(a)),

hence the conclusion. ��

6.50 ¶. If f is measurable, then φ(t) := Ln({x | |f | > t}) is nonincreasing and right-
continuous. Show that

∫ |f |p dLn(x) = − ∫∞
0

tpdφ(t). [Hint. Use Cavalieri’s formula
and integrate by parts.]

A function f : R → R has bounded variation in [a, b] if its total variation
in [a, b] defined by

V b
a (f) := sup

{∑
k

|f(xk+1)− f(xk)|
∣∣∣ a = x0 < x1, . . . , xN = b

}
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is finite. A function with bounded variation f can be written as f = f+−f−
where f+ and f− are nondecreasing and with bounded variations, simply by
taking f+ := V x

a (f). In particular, from Vitali’s theorem, Theorem 6.46, we
infer that every function with bounded total variation is a.e. differentiable.
However, notice that, generally, the fundamental theorem of calculus does
not hold for even continuous functions with bounded variation.

6.51 Example. Let C ⊂ [0, 1] be the ternary Cantor’s set and f : [0, 1] → [0, 1] the
Cantor–Vitali function, see Chapter 5. As we have seen f is nondecreasing, f([0, 1]) =
[0, 1] and f is constant in each of the open intervals Ak,j in which [0, 1]\C is decomposed.
It follows that μf (Ak,j) = 0 and μf ([0, 1] \ C) = 0, i.e., sptμf ⊂ C. Since |C| = 0, μf

and L1 are mutually singular. Additionally, μf is singular with respect to the counting
measure, in fact, μf ({x}) = 0 ∀x ∈ [0, 1] since f is continuous.

Finally, since f ′(x) = 0 for a.e. x ∈ [0, 1], the fundamental theorem of calculus does
not hold:

1 = f(1) − f(0) �=
∫ 1

0
f ′(t) dt = 0.

e. Absolutely continuous functions

A function f : R → R is said to be absolutely continuous if for all ε > 0
there is a δ > 0 such that whenever {xk} and {yk} are such that

∑∞
k=1 |xk−

yk| < δ, then
∑∞

k=1 |f(xk) − f(yk)| < ε. Of course, absolutely continuous
functions are uniformly continuous and map zero sets into zero sets; of
course, Lipschitz functions are absolutely continuous.

Notice that Hölder-continuous functions with exponent α < 1 are not
absolutely continuous, in general. For instance, the Cantor–Vitali function,
which is Hölder-continuous, see Section 5.1.3, maps the Cantor ternary set,
which is of zero measure, onto a set of positive measure.

As a consequence of Lebesgue’s absolute continuity theorem, for every
g ∈ L1(R) the function

f(x) :=

∫ x

a

g(s) ds

is absolutely continuous. We now prove that a function is absolutely con-
tinuous if and only if the fundamental theorem of calculus holds for it.

6.52 Theorem (Vitali). A function f : [a, b] → R is absolutely con-
tinuous in [a, b] if and only if f is differentiable for a.e. x ∈ [a, b],
f ′(x) ∈ L1([a, b]) and

f(y)− f(x) =

∫ y

x

f ′(s) ds ∀x, y ∈ R, x < y.

It is readily seen that an absolutely continuous function in [a, b] has
finite total variation in [a, b]. Moreover, the following holds.

6.53 Lemma. If f : [a, b] → R is absolutely continuous, then x → V x
a (f)

is absolutely continuous in [a, b], too.
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Proof. For ε > 0 let δ > 0 and let {xk}, {yk} ⊂ [a, b] be such that
∑

k |xk − yk| < δ
and

∑
k |f(xk)−f(yk)| < ε. Since the bounded variation of f is finite, for k = 1, 2 . . . , n

we can find a subdivision xk = c
(k)
1 < c

(k)
2 < · · · < c

(k)
pk = yk of [xk, yk] such that

V
yk
xk

(f) ≤
pk−1∑
j=1

|f(c(k)j+1)− f(c
(k)
j )|+ ε.

Since
∑n

j=1 |c(k)j+1 − c
(k)
j | < δ, we have

n∑
k=1

V
yk
xk

(f) ≤ ε + ε,

hence
∑n

k=1 |V xk
a (f) − V

yk
a (f)| ≤ 2 ε. ��

Proof of Theorem 6.52. Let μ+, μ− be the Stieltjes–Lebesgue measures associated to
f+ and f− given by

f+(x) := V x
a (f), f−(x) := V x

a (f) − f(x),

respectively. From the absolute continuity of f+ and f− we infer that μ+(E) = μ−(E) =
0 if |E| = 0, i.e., μ+ and μ− are absolutely continuous measures with respect to L1.
From Theorem 6.46 we then infer that f+ and f− are differentiable for a.e. x ∈ R, that
f+, f− are locally summable and that

f+(y) − f+(x) = μ+([x, y[) =

∫ y

x
f ′
+(x) dx,

f−(y) − f−(x) = μ−([x, y[) =

∫ y

x
f ′
−(x) dx.

The proof is completed, as f = f+ − f−. ��

Since Lipschitz-continuous functions are absolutely continuous, we can
state the following.

6.54 Corollary. Let f : R → R be Lipschitz-continuous with Lipschitz
constant L. Then f is differentiable at a.e. x ∈ R, f ′(x) is measurable,
Lip(f) = ||f ′||∞,R and, for x < y, we have

f(y)− f(x) =

∫ y

x

f ′(s) ds.

Here ||f ||∞,R := ess supt∈R |f ′(t)|.
Another consequence of Vitali’s theorem, Theorem 6.52, is the follow-

ing.

6.55 Proposition (Integration by parts). Let f and g be two abso-
lutely continuous functions in [a, b]. Then∫ b

a

f ′(x) g(x) dx = f(b)g(b)− f(a)g(a)−
∫ b

a

f(t)g′(t) dt.
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f. Rectifiable curves

A curve γ : [a, b] → Rn is said to be rectifiable if γ(t) is continuous and
with bounded variation. In this case, by Theorem 6.52, γ′(t) exists for L1-

a.e. t and |γ′(t)| ∈ L1([a, b]). In turn, the arclength s(t) :=
∫ t

0
|γ′(s)| ds is

absolutely continuous, too, and s′(t) = |γ′(t)| for L1-a.e. t ∈ [a, b]. Because
of Vitali’s theorems, Theorems 6.46 and 6.52, we have the following.

6.56 Theorem (Tonelli). Let γ : [a, b] → Rn be a rectifiable curve. Then
γ is differentiable for L1-a.e. t ∈ [a, b] and the following inequality holds
for the length L of γ(t):

L ≥
∫ b

a

|γ′(t)| dt

with equality if and only if the components of γ(t) are absolutely continuous
functions.

g. Lipschitz functions in Rn

We recall that a map f : X → Y between two metric spaces is said to be
Lipschitz-continuous if there is a constant L > 0 such that

dY (f(x), f(y)) ≤ LdX(x, y) ∀x, y ∈ X. (6.23)

The best constant for which (6.23) holds is called the Lipschitz constant
of f and is denoted by Lip(f), or Lip(f,X) if we want to emphasize the
domain.

In many respects, Lipschitz-continuous functions are easier to handle
than C1 functions; for instance, we need only the metric structure to de-
fine them, and if f and g are Lipschitz-continuous with real values, then
max(f, g), min(f, g) and |f | are Lipschitz-continuous, too. Moreover, an
extension theorem holds.

6.57 Theorem (Kirszbraun). Let X be a metric space, A ⊂ X and let
f : A → R be a Lipschitz-continuous function and L:=Lip(f,A). Then the
functions

f̂(x) := inf
y∈A

(f(y) + Ld(x, y)), f̃(x) := sup
y∈A

(f(y)− Ld(x, y)) (6.24)

extend f to the whole of X with Lip(f̂ , X) = Lip(f̃ , X) = Lip(f,A).

Proof. We have

f̂(x2)− f̂(x1) = sup
y2∈A

inf
y1∈A

(
f(y1) + Ld(x1, y1)− f(y2)− Ld(x2, y2)

)
≤ sup

y2∈A

(
Ld(x1, y2)− Ld(x2, y2)

)
≤ Ld(x1, x2).

The proof for f̃ is similar. ��
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Figure 6.3. Frontispieces of two monographs that deal with the differentiation theory.

6.58 ¶. Let f : A ⊂ Rn → R be a Lipschitz-continuous function with Lipschitz con-
stant L := Lip(f,A). Show that if g : Rn → R is any Lipschitz extension of f to the
whole of Rn with Lipschitz constant not greater than L, then

f̃(x) ≤ g(x) ≤ f̂(x) ∀x ∈ Rn

where d̃ and f̂ are defined in (6.24).

The previous theorem allows one to extend a Lipschitz function f :

A ⊂ X → Rn, n > 1, to the whole of X with Lip(f̂ , X) ≤ √
nLip(f,A).

Actually, with a nonelementary construction, f can be extended to the

whole of X with the same Lipschitz constant, Lip(f̂ , X) = Lip(f,A).

6.59 Theorem (Rademacher). Let f : Rn → R be a Lipschitz function.
Then f is differentiable at Ln-a.e. point x ∈ Rn, its Jacobian matrix is
measurable and Lip(f) = ess supx∈Rn |Df(x)|.
Proof. Let ν ∈ Sn−1 be a direction and let Aν be the set of points in Rn at which the

derivative of f in the direction ν does not exist. Since ∂f
∂ν

(x) exists at points in which

the Borel functions lim supt→0
f(x+tν)−f(x)

t
and lim inft→0

f(x+tν)−f(x)
t

agree, Aν is

a Borel set. For any x ∈ Rn and ν ∈ Sn−1, t �→ ϕx,ν(t) := f(x + tν) is a Lipschitz
function on R, hence is differentiable for a.e. t. In other words, the intersection of Aν

with a line parallel to ν has zero measure. Moreover, Lip(ϕx,ν) = ess supt∈R |ϕ′
x,ν(t)|.

Fubini’s theorem then yields that Aν has zero measure, i.e.,

∂f

∂ν
(x) = lim

t→0

f(x+ tν) − f(x)

θ
exists for a.e. x ∈ Rn,∣∣∣∂f

∂ν
(x)
∣∣∣ ≤ Lip(f)

(6.25)

and
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Lip(f) = sup
x,ν

Lip(ϕx,ν) = sup
ν

ess supx∈Rn ess supt∈R

∣∣∣∂f
∂ν

(x+ tν)
∣∣∣

= sup
ν

ess supz∈Rn

∣∣∣∂f
∂ν

(z)
∣∣∣ (6.26)

for a.e. x ∈ Rn.
Now, for every ϕ ∈ C1

c (R
n)∫

Rn

f(x+ hν)− f(x)

h
ϕ(x) dx =

∫
Rn

ϕ(x)− ϕ(x− hν)

h
f(x) dx;

notice that we have used Fubini’s theorem and the absolute continuity of f to integrate
by parts, see Proposition 6.55. Hence, letting h → 0, because of Lebesgue’s dominated
convergence theorem and (6.25),∫

∂f

∂ν
ϕ dx = −

∫
f
∂ϕ

∂ν
dx,

∫
Djfϕ dx = −

∫
fDjϕdx, ∀j

and therefore,∫
∂f

∂ν
ϕ dx = −

∫
f
∂ϕ

∂ν
dx = −

∫
f( ν •∇ϕ ) dx = −

n∑
j=1

∫
fνjDjϕdx

=
n∑

j=1

∫
νjϕDjf dx =

∫
ϕ( ν •∇f ) dx.

Since ϕ is arbitrary, we conclude

∂f

∂ν
(x) = ν •∇f(x) for a.e. x ∈ Rn (6.27)

and, from (6.25) and (6.26),
Lip(f) = ||∇f ||∞,Rn . (6.28)

The differentiability of f a.e.. remains to be proved. Let {ν1, ν2, . . . } be a denumer-
able dense set of Sn−1 and let

Ak :=
{
x
∣∣∣∇f(x),

∂f

∂νk
f(x) exists and

∂f

∂νk
f(x) = νk •∇f(x) , |∇f(x)| ≤ L

}
,

L := Lip(f). From (6.25), (6.27) and (6.28), if A := ∩kAk, we have |Ac| = 0 ∂f
∂νk

f(x) =

νk •∇f(x) ∀x ∈ A and all k = 1, 2, . . . , and |∇f(x)| ≤ L.
We now prove that f is differentiable at every x ∈ A. For x ∈ A, ν ∈ Sn−1 and

h > 0, we set

Q(x, ν, h) :=
f(x+ hν)− f(x)

h
− ν •∇f(x) .

Clearly, for x ∈ A and ν, ν′ ∈ Sn−1 and h > 0, we have

|Q(x, ν, h)−Q(x, ν′, h)| ≤ (n+ 1)L |ν − ν′|. (6.29)

Given ε > 0, we now choose p large enough so that for every ν ∈ Sn−1 we have

|ν − νk| <
ε

2(n + 1)L
for some k ∈ {1, . . . , p}. (6.30)

As limh→0 Q(x, νl, h) = 0 ∀l, we can find δ > 0 such that

|Q(x, νk, h)| <
ε

2
for 0 < h < δ and k ∈ {1, . . . , p}. (6.31)

On the other hand, |Q(x, ν, h)| ≤ |Q(x, νk, h)|+ |Q(x, ν, h)−Q(x, νk, h)|, therefore, we
conclude from (6.29), (6.30) and (6.31) that

|Q(x, ν, h)| < ε

2
+

ε

2
= ε

whenever 0 < h < δ uniformly with respect to ν ∈ Sn−1. This proves the theorem. ��
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6.2.4 Differentiation of measures in Rn

The differentiation theorem for Radon measures with respect to a doubling
measure, Theorem 6.42, was first proved by Vitali for Radon measures
in R with respect to L1 with a direct argument which uses neither the
Lebesgue–Nikodym theorem nor Lusin’s theorem. His proof is grounded
on a covering argument and on taking into account the homogeneity of the
measure with respect to dilations, see Theorem 6.66.

In the middle of the twentieth century, Abram Besicovitch (1891–1970)
proved a much stronger covering theorem. The Vitali covering property
and, consequently, the differentiability of measures in Rn extend this way
to arbitrary Radon measures.

a. The Besicovitch and Vitali covering theorems

6.60 Theorem (Besicovitch). Let � > 1 and n ∈ N, n ≥ 1. There is
a constant c(n, �) with the following property: For any E ⊂ Rn and any
bounded function r : E → R there is a denumerable subset X ⊂ E that
decomposes as disjoint union X = ∪∞

j=0Xj such that the following hold:

(i) E ⊂ ∪x∈X int(B(x, r(x))).

(ii) The family
{
B(x, r(x)

2� )
}
x∈X

is disjoint.

(iii) Every ball B(a, r(a)), a ∈ Xh, meets at most c(n, �) balls B(x, r(x))
with x ∈ Xj, j ≤ h.

(iv) Every point of Rn lies in at most c(n, �) balls B(x, r(x)), x ∈ X.
(v) The Xj’s are finite sets if E is bounded.

Here B(x, r(x)) denotes the round closed ball centered at x of radius r(x).

Proof. If E is denumerable, the selection principle is as follows. First order the balls in
a sequence of decreasing radii. Take the first one and, inductively, assuming that Bn1 ,
. . . , Bnk have already been selected, choose as Bnk+1 the first ball Bj such that j > nk

and does not meet the centers of Bn1 , . . . , Bnk .
Since, in general, E is not denumerable, one proceeds using the axiom of choice.2

Let M := supx∈E r(x). Define for j = 0, 1, . . .

Ej :=
{
x ∈ E

∣∣∣ �−j−1M < r(x) ≤ �−jM
}
,

and setting X−1 = ∅, inductively we define for j = 0, 1, . . . Xj ⊂ Ej in such a way that
X := ∪jXj has the requested properties. Suppose X0,X1,. . . ,Xj−1 have been defined,
and let Cj be the class of all denumerable subsets Y of Ej \∪i<j ∪x∈Xi

B(x, r(x)), such
that

|y − y′| ≥ �−j−1M.

Clearly, Cj is partially ordered by inclusion and every chain Y1 ⊂ Y2 ⊂ · · · in Cj has
maximal element ∪iYi. Zorn’s lemma then yields the existence of a maximal element
Xj in Cj . Let us collect the properties of the points of X = ∪jXj . If x, x

′ ∈ Xj , x �= x′,
then

2 Taken from E. Bombieri, Notes on Geometric Measure Theory, unpublished, Pisa,
1974.
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⎧⎨⎩|x− x′| ≥ �−j−1M,

�−j−1M < r(x), r(x′) ≤ �−jM ;
(6.32)

if x ∈ Xj , x
′ ∈ Xh and j < h, then⎧⎪⎪⎨⎪⎪⎩

|x− x′| ≥ max(r(x), r(x′)),

�−j−1M < r(x) ≤ �−jM,

�−h−1M < r(x′) ≤ �−hM.

(6.33)

We divide the proof in five steps.

(i) We have Ej ⊂ ∪x∈Xj
intB(x, r(x)). In fact, if y ∈ Ej \ ∪x∈Xj

intB(x, r(x)), then

|y−x| ≥ r(x) > �−j−1M for all x ∈ Xj , consequently Xj∪{y} ∈ Cj , and this contradicts
the maximality of Xj .

(ii) If y ∈ B(x, r(x)/(2�)) ∩ B(x′, r(x′)/(2�)), then |x′ − x| ≤ |x − y| + |x′ − y| ≤
r(x)
2

+ r(x′)
2

≤ 1

max(r(x), r(x′)). However, this contradicts (6.32) if x and x′ are in

the same Xj or (6.33) if x and x′ belong to different Xj .

(iii) Fix h and for any a ∈ Xh let

X(a) :=
{
x ∈ ∪j≤hXj

∣∣∣B(x, r(x)) ∩ B(a, r(a)) �= ∅
}
.

We prove that

card (X(a) ∩Xj) ≤ c1(n, �) ∀j ≤ h,

card
{
j ≤ h− 1

∣∣∣X(a) ∩Xj �= ∅
}

≤ c2(n, �),

with constants c1 and c2 independent of h. It follows that cardX(a) ≤ c(n, �) :=
c1(n, �) (c2(n, �) + 1).

Let x, x′ ∈ X(a) ∩Xj , j ≤ h. Then⎧⎪⎪⎨⎪⎪⎩
|x− x′| > �−j−1M,

|x− a| ≤ r(x) + r(a) ≤ 2�−jM,

|x′ − a| ≤ r(x′) + r(a) ≤ 2�−jM.

Thus, the number of points in X(a) ∩ Xj is at most the number of points in B(0, 2)
that have distance at least 1/�, hence

card (X(a) ∩Xj) ≤ c1(n, �).

Notice that c1(n, �) is increasing with � and does not depend on h.
If now {xi} ∈ X(a) ∩Xi, i ≤ h− 1, since a ∈ Xh and xi ∈ Xi, we have

r(a) ≤ �−hM ≤ �−i−1M <
1

�
r(xi) ∀i ≤ h− 1,

hence

r(a) <
1

�
min

i≤h−2
r(xi)

and ∀i, j ≤ h− 1 ⎧⎨⎩|xi − xj | ≥ max(r(xi), r(xj)),

r(xi) ≥ |xi − a| − r(a).

Therefore, if x and x′ are two points chosen among the xi’s,
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|x− x′| ≥ max(r(x), r(x′)) ≥ max(|x− a|, |x′ − a|)− r(a)

≥ max(|x− a|, |x′ − a|)− 1

�
min(|x− a|, |x′ − a|).

Assuming that |x− a| > |x′ − a|, we then conclude

|x− x′| − |x− a|
|x′ − a| > −1

�
,

hence ∣∣∣ x− a

|x− a| −
x′ − a

|x′ − a|
∣∣∣ = ∣∣∣ x− x′

|x′ − a| − (x− a)
( 1

|x′ − a| −
1

|x− a|
)∣∣∣∣

≥ |x− x′| − |x− a|
|x′ − a| + 1 ≥ 1− 1

�
> 0.

It follows that the number of xi’s is not larger than the number of points of Sn−1 with
distance at least 1 − 1/�, hence it is not larger than a constant c2(n, �) independent of
h that this time is decreasing with �. In conclusion,

card
{
j ≤ h− 1

∣∣∣X(a) ∩Xj �= ∅
}

≤ c2(n, �),

and (iii) is completely proved.

(iv) This follows from (iii).

(v) If E is bounded, all Xj are finite by definition. ��

6.61 Corollary (Besicovitch). Let E ⊂ Rn be a bounded set and let
r : E → R be a bounded function. There is a denumerable subset X ⊂ E
and a constant c(n) such that

(i) E ⊂ ∪x∈X int(B(x, r(x))),
(ii) the family {B(x, r(x))}x∈X decomposes in at most c(n) subfamilies

of disjoint balls.

Proof. By choosing � = 2 in Theorem 6.60, we find a denumerable subset X ⊂ E
that is a disjoint union of finite sets X = ∪Xj with property (i) such that each ball
B(a, r(a)) with a ∈ Xh meets at most c(n) balls B(x, r(x)), x ∈ Xj , j ≤ h. We order
the centers in a sequence {xj} first enumerating the points in X0, then those in X1 and
so on. Suppose that inductively we have inserted the balls B(x, r(x)) with the first j−1
centers in p families B1, . . .Bp of disjoint balls. We put the next ball Bj := B(xj , r(xj))
in the first family Bk for which {Bj} ∪ Bk is again a disjoint family or we start a new
family Bp+1 with Bj . This second alternative holds if Bj meets at least p balls with
preceding indices, but by construction p ≤ c(n). ��

6.62 Remark. Going through the proof of Theorem 6.60, one can see
that the theorem still works if the balls are open or, with a slightly dif-
ferent proof, if we replace balls with cubes. We notice instead that the
boundedness of r : E → R is essential: Conclusion (ii) does not hold if
E = [0, 1] ⊂ R and r(x) = 2|x|; one cannot replace centered intervals
B(x, r) with half-intervals. If A =]0, 1[ and B(x, r) := [x, x + 1[, conclu-
sions (i) and (ii) cannot hold at the same time.

6.63 Definition. Let F be a family of closed subsets of a metric space X.
We say that F covers finely A ⊂ X if for any x ∈ A and for any ε > 0
there is an F ∈ F with x ∈ F and diameter(F ) < ε.
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6.64 Theorem (Vitali). Every Radon measure μ in Rn has the following
property: If A ⊂ Rn is a bounded Borel set and F is a family of closed balls
that finely covers A, then there is a disjoint denumerable subfamily F ′ ⊂ F
such that

μ(A \
⋃

F ′) = 0,

where we shorten
⋃

B∈F ′ B in ∪F ′.

Proof. Let c(n) be the constant in Besicovitch’s theorem and let δ := 1 − (2c(n))−1.
Set F0 := F and A0 := A. For one of the denumerable families B0 of disjoint balls in
the thesis of Besicovitch’s theorem, Corollary 6.61, we have

μ
(
A ∩

⋃
B0

)
≥ 1

2 c(n)
μ(A),

consequently, if we set A1 := A\⋃B0, we have μ(A1) ≤ δ μ(A). Since
⋃B0 is compact,

the family

F1 :=
{
B ∈ F

∣∣∣B ∩
⋃

B0 = ∅
}

is again a fine covering of A1, and we can repeat the argument for A1 and F1 in place
of A0 and F0, respectively. By induction, one contructs for k = 1, 2, . . . a set Ak and
a subfamily Bk of disjoint balls of F that are pairwise disjoint and also disjoint of the
balls in the families B0,B1, . . .Bk−1, such that

Ak+1 := Ak \
⋃

Bk, μ(Ak+1) ≤ δμ(Ak).

Therefore, if F ′ := ∪kBk, we have

μ
(
A \

⋃
F ′
)
≤ μ

(⋂
k

Ak

)
= 0.

��

Theorem 6.64 was first proved by Giuseppe Vitali (1875–1932) for
Lebesgue’s measure L1 in R with a much simpler proof grounded on the
selection algorithm of Lemma 6.18 and taking into account the homogene-
ity of the measure with respect to dilations. The same proof by Vitali
works for Borel-regular measures in metric spaces with the doubling prop-
erty. For the reader’s convenience, we present a proof of Theorem 6.64 that
works for doubling measures in metric spaces and that avoids the use of
Besicovitch’s covering argument.

Recall the notations of Lemma 6.39.

6.65 Proposition. Lat A be a bounded Borel set in a metric space X
and B be a family of closed balls of bounded diameters that finely covers
A ⊂ X. Then there exists a subfamily B′ of B with the following property:
For every finite choice of elements B1, . . . BN ∈ B′, we have

A \
N⋃
i=1

Bi ⊂
⋃

B∈B′\{B1,··· ,BN}
B̃.
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Proof. Let B′ be the family chosen as in Lemma 6.39 and x ∈ A \ ∪N
i=1Bi. Since B

finely covers A and X \ ∪N
i=1Bi is open, there exist B ∈ B with x ∈ B such that

B ∩ (∪N
i=1Bj) = ∅, and S ∈ B′ that meets B and S̃ ⊃ B. S may be none of the

B1, . . . , BN , hence x ∈ ∪B∈B′\{B1,··· ,BN}B̃. ��
Proof of Theorem 6.64 for doubling measures. Let Ω be an open set such that Ω ⊃ A
and μ(Ω) < +∞. The family of closed balls with bounded diameters

B :=
{
B ∈ F

∣∣∣B ⊂ Ω, diam(B) ≤ 1
}

finely covers A. By Proposition 6.65, there is a subfamily of disjoint balls B′ ⊂ B such
that for any finite choice of B1, . . . , Bp ∈ B′,

A \
p⋃

k=1

Bk ⊂
⋃

B∈B′
B �=B1,··· ,Bp

B̃.

Since
∑

B∈B′ μ(B) ≤ μ(Ω) < +∞, we have μ(B) > 0 for at most denumerable many of
them. Let F ′ = {Bn} be the family of these balls. For any integer n we then have

A \
n⋃

k=1

Bk ⊂
⋃

B∈B′
B �=B1,···Bn

B̃,

hence

μ
(
A \

n⋃
k=1

Bk

)
⊂

∑
B∈B′

B �=B1,···Bn

μ(B̃) ≤ C
∑

B∈B′
B �=B1,···Bn

μ(B) = C
∞∑

k=n+1

μ(Bk),

thus concluding that μ
(
A \⋃F ′

)
= 0 since

∑∞
k=0 μ(Bk) ≤ μ(Ω) < +∞. ��

b. Radon–Nikodym’s derivative

Let μ and λ be two Radon measures Rn. For x ∈ sptμ let

D+
μ λ(x) = lim sup

ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))
, D−

μ λ(x) = lim inf
ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))
,

and if D+
μ λ(x) = D−

μ λ(x)x ∈ sptμ, let

dλ

dμ
(x) = lim

ρ→0+

λ(B(x, ρ))

μ(B(x, ρ))

be the common value, that is called the Radon–Nikodym derivative of λ
with respect to μ at x.

Recall that D+
μ λ and D−

μ λ are Borel functions and that they do not
change if we replace the open balls used to define them with closed balls.

6.66 Theorem (Lebesgue–Besicovitch). Let λ and μ be two Radon
measures in Rn. Then for μ-a.e. x ∈ sptμ the Radon–Nikodym derivative

dλ

dμ
(x) = lim

ρ→0

λ(B(x, ρ))

μ(B(x, ρ))



374 6. Hausdorff and Radon Measures

exists and is finite. Moreover, if

I := (sptμ)c ∪
{
x ∈ sptμ

∣∣∣D−
μ λ(x) = +∞

}
,

λ I is singular with respect to μ and

λ(E) =

∫
E

dλ

dμ
(x) dμ+ λ I(E)

for every Borel set E ⊂ Rn.

In order to prove the theorem, we first state the following two lemmas.

6.67 Lemma. Let λ and μ be two Radon measures in Rn, let t ≥ 0 and
let E ⊂ sptμ be a Borel set.

(i) If D+
μ λ(x) ≥ t ∀x ∈ E, then λ(E) ≥ tμ(E).

(ii) If D−
μ λ(x) ≤ t ∀x ∈ E, then λ(E) ≤ tμ(E).

Proof. (i) We may and do assume that E is bounded, For ε > 0 let A ⊃ E be an
open set with compact closure such that A ⊃ E and μ(A \ E) < ε. For each x ∈ E
we consider the family B of closed balls B(x, r) with x ∈ E and B(x, r) ⊂ A such that
(t− ε)μ(B(x, r)) ≤ λ(B(x, r)). It is easily seen that B finely covers E. Vitali’s theorem
provides us with a disjoint denumerable subfamily B′ ⊂ B such that μ(E \ ⋃B′) = 0.
Consequently, we have

(t − ε)μ(E) ≤ (t − ε)
∑

B∈B′
μ(B) ≤

∑
B∈B′

λ(B) ≤ λ(A) ≤ λ(E) + ε,

and letting ε → 0, we have the thesis.

(ii) This is proved as in (i) using Vitali’s theorem for the measure λ. ��

6.68 Lemma. Let λ and μ be two Radon measures in Rn and let

I :=
{
x ∈ sptμ

∣∣∣D−
μ λ(x) = +∞

}
, J :=

{
x ∈ sptμ

∣∣∣D+
μ λ(x) = +∞

}
.

Then μ(J) = 0 and λ J is singular with respect to μ. Moreover, I ⊂ J ,
λ I is singular with respect to μ, λ Ic is absolutely continuous with
respect to μ and

λ
({

x ∈ sptμ
∣∣∣D−

μ λ(x) = 0
})

= 0. (6.34)

Proof. Of course, I ⊂ J and for

Jt :=
{
x ∈ sptμ

∣∣∣D+
μ λ(x) > t

}
,

t > 0, (i) of Lemma 6.67 yields t μ(Jt) ≤ λ(Rn). For t → +∞ we conclude μ(J) = 0,
hence λ J is singular with respect to μ.

We now prove that λ Ic is absolutely continuous with respect to μ. Given B with
μ(B) = 0, Lemma 6.67 yields λ(B ∩ It) ≤ tμ(B) = 0 for all t > 0, where

It := {x ∈ sptμ
∣∣∣D−

μ λ(x) ≤ t},

hence λ(B ∩ Ic) = 0. Finally, (6.34) follows from (ii) of Lemma 6.67. ��
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Proof of Theorem 6.66. First, assume that λ and μ are finite and set λa := λ Ic and
λs := λ I. We have λ = λa + λs and, according to Lemma 6.68, λs is singular with
respect to μ, and λa is absolutely continuous with respect to μ. It suffices then to prove
that the Radon–Nikodym derivative of λ with respect to μ exists for μ-a.e. x ∈ sptμ\I.

To prove this, we set

λ+(E) :=

∫
E∩sptμ

D+
μ (x) dμ, λ−(E) :=

∫
E∩sptμ

D−
μ (x) dμ

and show that λ+(E) ≤ λa(E) ≤ λ−(E) for every Borel set E from which we clearly

infer that D+
μ λ(x) = D−

μ λ(x) ∈ R for μ-a.e. x ∈ sptμ and λa(E) =
∫
E

dλ
dμ

dμ.

Given a Borel set E, t > 1 and m ∈ Z, we set

Em :=
{
x ∈ E ∩ Ic

∣∣∣D+
μ λ(x) ∈]tm, tm+1]

}
and E∞ :=

{
x ∈ E ∩ Ic

∣∣∣D+
μ λ(x) = +∞

}
. We have

λ+(Em) ≤ tm+1μ(Em) ≤ tλ(Em) = tλa(Em),

whereas, according to Lemma 6.68, μ(E∞) = 0, hence λ+(E∞) = 0. Summing on
m ∈ Z we obtain

λ+(E) =
∑
m∈Z

λ+(Em) ≤ t
∑
m∈Z

λa(Em) ≤ tλa(E)

and, for t → 1, we infer λ+(E) ≤ λa(E). Similarly, for

Em :=
{
x ∈ E \ I

∣∣∣D−
μ λ(x) ∈]tm, tm+1]

}
,

we infer
t−1λa(Em) = t−1λ(Em) ≤ tmμ(Em) ≤ λ−(E).

Since by Lemma 6.68 we have λ({x ∈ sptμ |D−
μ λ(x) = 0}) = 0, we conclude

t−1λa(E) = t−1
∑
m∈Z

λa(Em) ≤
∑
m∈Z

λ−(Em) ≤ λ−(E)

that yields λa(E) ≤ λ−(E) when t → 1. The theorem is then proved when λ and μ are
finite.

To prove the theorem in the general case, it suffices to decompose Rn as Rn = ∪hXh,
where the Xh are open and bounded sets. ��

6.2.5 Disintegration of measures

In this subsection we state and prove a generalization of Fubini’s theorem
to Radon measures.

6.69 Example. Let ρ : R2 → R be a summable function in R2 with nonzero integral.
Fubini’s theorem yields that σ(x) :=

∫
R
ρ(x, y) dL1(y) exists for a.e. x ∈ R , is finite and

nonzero and summable. Moreover, for any nonnegative Borel function ϕ on R2 we have∫
R2

ϕ(x, y) ρ(x, y) dxdy =

∫
R

(∫
R

ρ(x, y)

σ(x)
dL1(y)

)
σ(x) dx. (6.35)

If ν denotes the Radon measure dν(x, y) := ρ(x, y) dL2(x, y), then the measure μ := π#ν
on R defined by π#ν(A) := ν(A× R) is just dμ(x) = σ(x) dx. If for a.e. x ∈ R we set
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νx(A) :=

∫
A

ρ(x, y)

σ(x)
dL1(y), A ⊂ B(R),

then νx is a finite Radon measure with νx(R) = 1 and (6.35) writes as∫
R2

ϕ(x, y) dν(x, y) =

∫
R

(∫
ϕ(x, y) dνx(y)

)
dμ(x). (6.36)

This is the disintegration formula for ν with respect to the x-variable.

The above can be done for general measures.

6.70 Theorem (Disintegration of measures). Let ν be a finite Radon
measure on Rn × Rm, n,m ≥ 1, let π : Rn × Rm → Rn be the orthogonal
projection of the first factor, π(x, y) = x and let μ := π#ν be the projection
of ν into Rn defined as the finite Borel measure μ(A) = π#ν(A) := ν(A×
Rm), A ∈ B(Rn). Then for μ-a.e. x there exists a finite Borel measure νx
on Rm such that the following hold:

(i) For any B ∈ B(Y ) the function x → νx(B) is μ-measurable.
(ii) For μ-a.e. x we have

νx(B) = lim
r→0

ν(B(x, r) ×B)

ν(B(x, r) × Rm)
,

in particular, νx is a probability measure, νx(Rm) = 1.
(iii) For any A ∈ B(X) and any B ∈ B(Y ) we have

ν(A×B) =

∫
A

νx(B) dμ(x).

Consequently, if f ∈ L1(X × Y, ν), then the following hold:

(i) For μ-a.e. x ∈ X the function y → f(x, y) is νx-measurable.
(ii) x → ∫

f(x, y) dνx(y) belongs to L1(X,μ).
(iii) We have∫

X×Y

f(x, y) dν(x, y) =

∫
X

(∫
Y

f(x, y) dνx(y)

)
dμ(x).

Proof. For any B ∈ B(Y ) we consider the measure

νB(A) := ν(A× B), A ∈ B(X).

Trivially, νB << μ and, according to Besicovitch’s differentiation theorem, the following
hold:

(i) There is a set NB ⊂ X with μ(NB) = 0 such that for any x /∈ NB there exists

h(x,B) :=
dνB

dμ
(x) ∈ R with 0 ≤ h(x,B) ≤ 1.

(ii) The function x �→ h(x,B) is μ-measurable.
(iii) For any A ⊂ B(X)

ν(A× B) =

∫
A
h(x,B) dμ(x).
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Moreover, h(x,B) = 0 for any x /∈ NB if ν(Rn ×B) = 0 and, if {Bi} ⊂ B(Rm) is a
disjoint family with B = ∪iBi, then

hB(x) =
∞∑
i=1

hBi
(x) ∀x /∈ NB ∪

⋃
i

NBi
. (6.37)

Denote by R the family of half-intervals R with vertices of rational coordinates
in Rn. Of course, R is denumerable and the set N := ∪R∈RNR has zero μ-measure.
Additionally, for x �∈ N , h(x,R) is defined for all R ∈ R. It is easy to see that the set
function αx : R → R, αx(R) := h(x,R) is σ-additive on R. Let νx be the measure
constructed by Method I from (R, αx). Again by (6.37), for any B ∈ B

νx(B) = h(x,B) for x /∈ N ∪NB,

consequently μ-a.e.. It follows that for any B ∈ B(Rm) the function x �→ νB(x) is
μ-measurable and for A ∈ B(X) and B ∈ B(Y ) we have

ν(A×B) =

∫
A
νx(B) dμ(x).

The other claims easily follow, by writing f = f+ − f− and approximating f+ and f−
with simple functions. ��

6.71 Remark. In Probability, the above leads to the definition of con-
ditional distribution. Let X and Y be two random variables (i.e., two E-
measurable functions) on a probability space (Ω, E , P ) and let PX and PY

be their distributions, respectively. Denote by PX,Y their joint distribu-
tion, which is a nonzero finite Radon measure in X × Y . If ν := PX,Y ,
then μ = π#ν = PX . Then Theorem 6.70 yields∫

R

ϕ(y) dPX(y) =

∫
R

(∫
ϕ(y) dνx(y)

)
dPX(x).

For μ-a.e. x the finite Radon measure νx on R is called the conditional
distribution of Y with respect to X at x and is usually denoted by P(Y |X=x)

from which derives the formula

P (Y ∈ A) =

∫
P(Y |X=x)(A) dPX (x).

6.3 Hausdorff Measures

In this section we discuss Hausdorff measures in Rn, that allow us to
measure “k-dimensional sets in Rn” similar to k-dimensional submanifolds
in Rn.

Given s ∈ R, s ≥ 0, we set

ωs :=
πs/2

Γ(1 + s/2)
,
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Figure 6.4. A poster for the celebration of Felix Hausdorff (1869–1942) in Bonn and the
first page of one of his papers.

recalling that ωs = Ls(B(0, 1)) for integer s’s, B(0, 1) being the unit s-
dimensional ball in Rs. We consider the set function

α(E) :=
ωs

2s
(diamE)s, E ∈ P(Rn),

and construct starting from (P(Rn), α) a Borel measure Hs by means of
Method II of construction, i.e., we define for any δ > 0

Hs
δ(E) := inf

{ωs

2s

∞∑
j=1

(diamEj)
s
∣∣∣E ⊂ ∪jEj , diam(Ej) ≤ δ

}
and set

Hs(E) := lim
δ→0+

Hs
δ(E),

(notice that δ → Hs
δ(E) is nondecreasing). It is not difficult to check the

following:

(i) Hs
δ(E) < +∞, δ > 0, for any bounded set E.

(ii) Hs
δ(E) is an outer measure.

(iii) In general, Borel sets are not measurable for Hs
δ, δ > 0 (for instance,

the line y = 0 in R2 is not H1
δ-measurable for any δ > 0).

(iv) H0 is the counting measure.
(v) Hs is not a Radon measure, since, in general, it is not finite on com-

pact sets; for instance, if E has nonempty interior and s < n, then
Hs(E) = +∞; for similar reasons, Hs in general is not σ-finite.
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(vi) Since the definition ofHs
δ(E) involves only the diameters of the sets of

the covering of E, we may require that the covering is made by closed
sets or convex and closed sets and even of open sets, since a closed
set is the intersection of open sets with slightly larger diameters.

We may simplify even further and allow only coverings of E by balls

Hs
δ,sph(E) := inf

{
ωs

∞∑
j=1

rsj

∣∣∣E ⊂ ∪jB(xj , rj) rj ≤ δ
}

and
Hs

sph(E) := lim
δ→0

Hs
δ,sph(E).

Hs
sph(E) is again a Borel-regular measure, called the spherical Hausdorff

measure. However, if, for instance, E is an equilateral triangle in R2 with
diameter less than δ, then Hs

δ,sph(E) > Hs
δ(E), and, in general, one sees

that Hs and Hs
sph are different, although they agree on “sufficiently reg-

ular sets”. This way we have at least two different ways of measuring
s-dimensional sets in Rn, s < n. Finally, it is easily seen that these two
measures that do not agree are in fact comparable: Since for every set
E ⊂ Rn there exists a ball B that contains E and has diameter less than
2 diam(E), we see at once that Hs(E) ≤ Hs

sph(E) ≤ 2sHs(E) ∀E ∈ B(Rn).

The following proposition collects some of the elementary properties of
Hausdorff measures Hs.

6.72 Proposition. The Hausdorff measure Hs is Borel-regular; further-
more, Hs E is a Radon measure if Hs(E) < +∞. Moreover, the following
hold:

(i) Hs is invariant under translation and rotation, and is positively ho-
mogeneous of degree s,

Hs(x+R(E)) = Hs(E), Hs(λE) = λs Hs(E)

if R : Rn → Rn is linear and RTR = Id.
(ii) Hs = 0 if s > n.
(iii) If 0 ≤ s < t ≤ n, then Ht ≤ Hs. More precisely, Ht(E) > 0 implies

Hs(E) = +∞ and Hs(E) < ∞ implies Ht(E) = 0.
(iv) Hs(E) = 0 if and only if Hs∞(E) = 0.
(v) If f : Rn → Rk is a Lipschitz map, then Lk(f(E)) ≤ (Lipf)k Hk(E).

Proof. By construction, see Proposition 6.2, Hs is a Borel-regular measure, while triv-
ially Hs E is a Radon measure if Hs(E) < ∞.

(i) This simply follows from the definition of Hs.

(ii) Let s > n and let Q be a cube of side 1. Since Q can be covered by pn cubes of side
1/p, we infer for δ ≥ √

n/p that Hs
δ(Q) ≤ ωs2−s(

√
n/p)spn ≤ c(n, s)pn−s, hence for

p → ∞, we get Hs(Q) = 0. It follows that Hs(Rn) = 0.
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(iii) Since (diamE)t ≤ (diamE)sδt−s if diamE ≤ δ, we get Ht
δ(E) ≤ δt−sHs

δ(E). The
claim follows at once letting δ → 0.

(iv) Clearly Hs∞(E) ≤ Hs(E), hence Hs∞(E) = 0 if Hs(E) = 0. Conversely, suppose
that Hs∞(E) = 0. For any ε ∈]0, 1[ we can find a denumerable covering {Ej} of E with
diam(Ej) < 2rj and ωs

∑∞
j=1 r

s
j < ε. Since the supremum of the rj ’s can be estimated

by (ε/ωs)1/s, we get

Hs
δ(ε)(E) < σ with δ(ε) := 2(ε/ωs)

1/s

and, letting ε → 0, we infer Hs(E) = 0.

(v) From diam(f(E)) ≤ Lip(f) diam(E) we get Hk(f(E)) ≤ Lip(f)Hk(E). The claim
then follows since Hk = Lk in Rk, see Theorem 6.75 below. ��

6.73 Remark. In a less formal way, (iv) can be stated as follows:Hs(E) =
0 if and only if for any ε > 0 there exists a sequence of open sets {Ej}
such that E ⊂ ∪jEj and

∑∞
j=1(diamEj)

s < ε.

We notice that (v) is convenient in order to estimate from below the
Hausdorff measure Hs of a set. To get an upper estimate, one usually
estimates Hs

δ(E) by suitably choosing a covering of E.
The conclusion (iii) of Proposition 6.72 implies that for E ⊂ Rn, Hs(E)

is finite and nonzero at most for a unique value of s, 0 ≤ s ≤ n. This
motivates the following.

6.74 Definition. Let E ⊂ Rn. The Hausdorff dimension of E is the num-
ber in [0, n] given by

dimH(E) : = sup
{
s | Hs(E) > 0

}
= sup

{
s | Hs(E) = +∞

}
= inf

{
s | Hs(E) < ∞

}
= inf

{
s | Hs(E) = 0

}
.

Of course, the four different ways of defining dimH(E) agree because of
(iii) of Proposition 6.72 that also implies that if 0 < Hs(E) < +∞, then
dimH(E) = s. Notice, however, that not necessarily 0 < Hs(E) < +∞ if
dimH(E) = s.

6.75 Theorem. In Rn we have Hn = Hn
δ = Ln ∀δ > 0.

Proof. We first prove that Ln(E) ≤ Hn
δ (E) for any δ > 0. Of course, it is not restrictive

to assume Hn
δ (E) < +∞. Consider a generic covering {Ej} of E with diam(Ej) ≤ δ.

From the isodiametric inequality, see [GM4], we have

Ln(E) ≤
∞∑
j=1

Ln(Ej) ≤ ωn2
−n

∞∑
j=1

(diamEj)
n,

hence, by taking the infimum among all coverings, we get Ln(E) ≤ Hn
δ (E) ∀δ > 0.

Proving the opposite inequality is more complicated. First we notice that it suffices
to prove that Hn(E) ≤ Ln(E) for bounded sets E. In this case, as in (ii) of Proposi-
tion 6.72, we see that Hn is a Radon measure that has the doubling property by the
n-homogeneity and the invariance under translations. Given δ > 0 and A ⊃ E with
Ln(A) ≤ Ln(E) + ε, Vitali’s covering theorem, Theorem 6.64, yields a covering of E
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made of closed and disjoint closed balls B(xi, ri) with xi ∈ E, ri ≤ δ, B(xi, ri) ⊂ A
and Hn(E \ ∪iB(xi, ri)) = 0. From the subadditivity of Hn

δ we infer

Hn
δ (E) ≤

∞∑
i=1

Hn
δ (B(xi, ri)) ≤ ωn

∞∑
i=1

rni =
∞∑
i=1

Ln(B(xi, ri)) ≤ Ln(A) ≤ Ln(E) + ε,

and, letting first δ → 0 and then ε → 0, we conclude the proof. ��

We notice that in Rn, we have, instead, Hs �= Hs
δ if s < n and δ > 0.

6.3.1 Densities

a. Densities and Hausdorff measures

The Radon–Nikodym derivative of a Borel measure with respect to a Haus-
dorff measure is meaningless since Hs(B(x, r)) = +∞ ∀s < n ∀x and
∀r > 0. A suitable replacement is the so-called s-dimensional density.

Let λ be a Borel measure in Rn and 0 < s ≤ n. The upper s-dimensional
density and the lower s-dimensional density of λ at x are defined by

θs∗(λ, x) := lim sup
r→0

λ(B(x, r))

rs
, θs∗(λ, x) := lim inf

r→0

λ(B(x, r))

rs
,

respectively. If the two values agree, the common value

θs(λ, x) := lim
r→0

λ(B(x, r))

rs

is called the s-density of λ at x. In the previous definitions it is irrelevant
whether the balls are open or closed. Again, arguing as in Proposition 6.41,
we have the following.

6.76 Proposition. Let λ : Rn → R be a Borel measure in Rn. The func-
tions x �→ θ∗s(λ, x) and x �→ θs∗(λ, x) are Borel functions.

As for Radon measures, the following result is very useful in many
instances that we shall not discuss here.

6.77 Theorem. Let λ be a Borel-regular measure, E ⊂ Rn and t ≥ 0.

(i) If θ∗s(λ, x) > t for all x ∈ E, then tHs(E) ≤ λ(A) for any open set
A ⊃ E. In particular, if λ is a Radon measure, then

tHs(E) ≤ λ(E).

(ii) If θs∗(λ, x) ≤ t ∀x ∈ E, then λ(E) ≤ 2stHs(E).
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Proof. (i) We may and do assume λ(A) finite and t > 0. Fix δ > 0; the family

B :=
{
B(x, r)

∣∣∣B(x, r) closed, x ∈ E, 0 < r < δ/2, B(x, r) ⊂ A, λ(B(x, r) > tωsr
s
}

finely covers E. Let B′ be the subfamily selected according to Proposition 6.65. Since
λ(A∩B(x, 5r)) > 0 for any B = B(x, r) ∈ B′, B′ is denumerable since each ball B ∈ B′
has positive radius, and λ(B) > 0. Let B′ = {Bn}, Bn := B(xn, rn), be the family of
these balls. It follows that

Hs
δ(E) ≤ ωs

n∑
i=1

rsi + 5sωs

∞∑
i=n+1

rsi . (6.38)

On the other hand,

ωs

∞∑
i=1

rsi ≤ 1

t

∞∑
i=1

λ(B(xi, ri)) ≤ 1

t
λ(∪iB(xi, ri)) ≤ 1

t
λ(A) < +∞,

hence, letting n → ∞ in (6.38),

Hs(E) ≤ ωs

∞∑
i=1

rsi ≤ 1

t
λ(A).

The last part of claim (i) follows since every Radon measure in Rn is outer-regular,
see Proposition 6.2.

(ii) We decompose E as E = ∪kEk with

Ek :=
{
x ∈ E

∣∣∣λ(B(x, r)) ≤ tωsr
s ∀r ∈]0, 1/k[

}
.

Clearly, Ek ⊂ Ek+1, hence λ(Ek) → λ(E) (even if the Ek’s are nonmeasurable). It
suffices then to prove

λ(Ek) ≤ 2stHs(Ek) ∀k = 1, 2, . . .

For this, fix δ < 1/(2k) and consider a covering of E with sets {Cj} with diam(Cj) < δ
and such that Cj ∩ Ek �= ∅. Let B(xj , rj) be a ball with center in Ek ∩ Cj and radius
rj := diam(Cj ) that contains Cj . Then rj < 1/k and

λ(E) ≤ λ(∪jCj) ≤
∞∑
j=1

λ(Cj) ≤
∞∑
j=1

λ(B(xj , rj))

≤ t ωs

∞∑
j=1

rsj = t ωs

∞∑
j=1

(diamCj)
s.

By taking the infimum on the coverings we finally get

λ(E) ≤ 2s tHs
δ(E) ≤ 2s tHs(E).

��

6.78 Corollary. Let λ be a Borel-regular measure in Rn and let 0 < s ≤
n. Then the following hold:

(i) If λ is finite on Rn, then θ∗s(λ, x) < +∞ for Hs-a.e. x ∈ Rn.
(ii) If λ is a Radon measure and λ(E) = 0, then θs(λ, x) = 0 for Hs-a.e.

x ∈ E.
(iii) If E is λ-measurable and λ(E) < ∞, then θs(λ E, x) = 0 for Hs-

a.e. x ∈ Rn \ E.
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(iv) If E is λ-measurable and λ(E) < ∞, then 2−s ≤ θ∗s(E, x) ≤ 1 for
Hs-a.e. x ∈ E.

Proof. (i) If At := {x | θ∗s(λ, x) > t}, we have Hs(At) ≤ 1
t
λ(Rn) and the claim follows

for t → +∞.

(ii) Since λ is Radon, then for each t > 0, for

Et :=
{
x ∈ B | θ∗s(λ, x) > t

}
we have Hs(Et) ≤ tλ(Bt) = 0, hence {x | θ∗s(λ, x) > 0} has zero Hs-measure.

(iii) Define At := {x ∈ Ec
∣∣∣ θ∗s(λ E, x) > t} for t > 0. It suffices to prove that

Hs(At) = 0 for all t > 0. Conclusion (i) of Theorem 6.77 yields

tHs(At) ≤ λ E(A) = λ(E ∩ A)

for all open sets A that contain Ec. Since E is λ-measurable and with finite measure
then λ E is a finite Borel measure, hence outer-regular, see Theorem 6.1. Therefore,

tHs(At) ≤ inf
{
λ E(A) |A ⊃ Ec, A open

}
= λ E(Ec) = 0.

(iv) Since E has finite measure, Hs E is a Radon measure, hence for Ct := {x ∈
E | θ∗s(E, x) > t} we have tHs(Ct) ≤ Hs E(Ct) = Hs(Ct). It follows Hs(Ct) = 0 if
t > 1 since Hs(Ct) < ∞.

Similarly, if Et := {x ∈ E | θ∗s(E, x) ≤ t}, then (ii) of Theorem 6.77 yields

Hs(Et) = Hs E(Et) ≤ 2stHs(Et),

i.e., Hs(Et) = 0 if t < 2−s since Hs(Et) < +∞. ��

6.79 ¶. Let E ⊂ Rn. The upper and lower s-densities of E at a point x are defined by

θ∗s(E, x) := θ∗s(Hs E, x), θs∗(E, x) := θs∗(Hs E, x),

respectively. Suppose that E is Hs measurable and Hs(E) < +∞. Show that

θs(E, x) = 0 for Hs-a.e. x ∈ Rn \ E.

6.4 Area and Coarea Formulas

We conclude this chapter by proving two important formulas, the so-called
area and coarea formulas. The formulas hold true for Lipschitz maps, but
in the sequel we restrict ourselves to the case of C1 maps.
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Figure 6.5. Frontispieces of two monographs dealing with geometric measure theory.

6.4.1 The area formula

6.80 Theorem (Area formula). Let Ω be an open set in Rn, f : Ω →
RN , N ≥ n ≥ 1, a map of class C1 and A ⊂ Ω an Ln-measurable set.
Then the function

y ∈ RN → H0(A ∩ f−1(y))

that for every y counts the points that are mapped into y is Hn-measurable
and ∫

A

J(Df)(x) dx =

∫
RN

H0(A ∩ f−1(y)) dHn(y), (6.39)

where

J(Df)(x) :=
√
det(Df(x)T Df(x)). (6.40)

In particular,

Hn(f(A)) =

∫
A

J(Df)(x) dx (6.41)

if f is injective in A.

The function
y → H0(A ∩ f−1(y)) =: N(f,A, y)

is called the multiplicity function or Banach indicatrix. Notice that

f(A) =
{
y ∈ RN

∣∣∣N(f,A, y) �= 0
}
.

Since J(Df) is continuous and nonnegative, the theorem states that
both integrals in (6.39) exist, finite or infinite, and agree.

By approximating a nonnegative function u by simple functions and
using Beppo Levi’s theorem we readily infer the following.
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6.81 Theorem (Formula of change of variables). Let f : Ω ⊂ Rn →
RN , n ≤ N , Ω open, be a function of class C1 and let u : Rn → R be
either a Ln-measurable and nonnegative function, or a function such that
|u| J(Df) is summable. Then

y →
∑

x∈f−1(y)

u(x)

is Hn-measurable and∫
Ω

u(x)J(Df)(x) dx =

∫
RN

( ∑
x∈f−1(y)

u(x)
)
dHn(y). (6.42)

In particular, if v : RN → R is Hn-measurable and nonnegative, then∫
A

v(f(x))J(Df)(x) dx =

∫
RN

v(y)N(f,A, y) dHn(y). (6.43)

Proof. If u = χA is the characteristic function of a measurable set A, then (6.42) and
(6.39) agree since ∑

x∈f−1(y)

χA(x) = H0(A ∩ f−1(y)).

By linearity, (6.42) holds for simple functions. If u is measurable and nonnegative, it
is the limit of a nondecreasing sequence of simple functions; passing to the limit, we
infer the result by Beppo Levi’s theorem. If |u|J(Df) is summable, we decompose u as
u = u+ − u− and conclude by subtracting (6.42) for u+ e u−. ��
Proof of Theorem 6.80. We shall prove the theorem when A ⊂⊂ Ω. The general case
follows easily by invading Ω with a sequence of compact sets Ωk ⊂⊂ Ω, with Ω = ∪kΩk,
Ωk ⊂ Ωk+1, writing the formula for Ak := A ∩ Ωk and passing to the limit.

Let A ⊂⊂ Ω. It is not restrictive to assume that f is Lipschitz in Ω, i.e., there is a
constant L such that |f(x)− f(y)| ≤ L |x− y| ∀x, y ∈ A.

Step 1. f(A) is Hn-measurable. Let {Kh} be a sequence of compact sets such that Kh ⊂
A, Kh ⊂ Kh+1 and Ln(A) = Ln(∪hKh). Since f is continuous, we have f(∪hKh) =
∪hf(Kh), hence f(∪hKh) is a Borel set as denumerable union of compact sets. Now,

f(A) = f(∪hKh) ∪ f(A \ ∪hKh)

and
Hn(f(A \ ∪

h
Kh)) ≤ Ln Hn(A \ ∪hKh) = LnLn(A \ ∪hKh) = 0;

therefore, f(A) is the union of a Borel set and of a set of zero Hn measure, hence f(A)
is Hn-measurable.

Step 2. y → H0(A ∩ f−1(y)) is Hn-measurable and∫
RN

H0(A ∩ f−1(y)) dHn(y) ≤ Ln Ln(A). (6.44)

This is proved by constructing a sequence {gk} of functions from RN into R that are
Hn-measurable and that converge a.e. to the function y → H0(A ∩ f−1(y)).

Decompose RN into union of cubes {Qk
i } with disjoint interiors points, sides that

are parallel to the coordinate axes, congruent and with sides of length 2−k . Set

gk(y) :=
∞∑
i=1

χf(A∩Qk
i )
(y), y ∈ RN .

Since f(A ∩ Qk
i ) is Hn-measurable for all i, see Step 1, gk is Hn-measurable for all k.

Moreover, gk(y) ≤ gk+1(y) ∀y. We now remark the following:
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1. If f−1(y) ∩ A = ∅, then gk(y) = 0 = H0(f−1(y) ∩ A) for all k.
2. If H0(A ∩ f−1(y)) < ∞, then for sufficiently large k, each point of f−1(y) ∩ A

belongs to exactly one of the cubes Qk
i , hence

gk(y) = H0(A ∩ f−1(y)).

3. If H0(A ∩ f−1(y)) = +∞, trivially limk→∞ gk(y) = +∞.

In conclusion,
gk(y) ↑ H0(A ∩ f−1(y)) ∀y ∈ RN .

Finally, taking into account Beppo Levi’s theorem,∫
RN

H0(A ∩ f−1(y)) dHn(y) = lim
k→∞

∫
RN

gk(y) dHn(y)

= lim
k→∞

∑
i

Hn(f(A ∩Qk
i ))

≤ lim sup
k→∞

∑
i

Ln Ln(A ∩Qk
i )

= Ln Ln(A),

i.e., (6.44).

Step 3. Let

B :=
{
x ∈ Rn

∣∣∣J(Df)(x) > 0
}

and let t > 1. We now prove the following. There exist a decomposition of B into disjoint

Borel sets
{
Bj

}
and injective linear maps Tj : Rn → RN such that the following hold:

(i) f|Bj
is injective.

(ii) Lip(f|Bj
◦ T−1

j ) ≤ t and Lip(Tj ◦ f−1
Bj

) ≤ t.

(iii) We have
1

tn
| detTj | ≤ J(Df)(x) ≤ tn | det Tj | ∀ x ∈ Ej . (6.45)

Since Df(x0), x0 ∈ B, has maximal rank, the implicit function theorem yields
r0 > 0 such that f|B(x0,r0) is injective; moreover, if Tx0 : Rn → RN is the linear

tangent map x �→ Df(x0)(x), then Tx0 is invertible and D(f ◦ T−1
x0

)(0) = Id, hence

Lip(f|B(x0,r0)◦T−1
x0 ) ≤ t, Lip(Tx0 ◦f−1

|B(x0,r0)
) ≤ t, and (6.45) holds for all x ∈ B(x0, r0)

possibly for a smaller r0.
In this way, we find a denumerable covering {B(xi, ri)} of B for which (i), (ii) and

(iii) hold with Bj := B(xj , rj) and Tj := Txj . Then, by choosing inductively B1 :=

B(x1, r1), T1 := Tx1 , B2 := B(x2, r2) \ B1, T2 := Tx2 , B3 := B(x3, r(x3)) \ (B1 ∪ B2)
and so on, we find the requested decomposition.

Step 4. Let A ⊂ B := {x ∈ Rn | J(Df)(x) > 0}, and let {Bj}, Tj be as in Step 3. If we
set Aj := A ∩ Bj , we have

Hn(f(Aj )) = Hn(f|Bj
◦ T−1

j ◦ Tj(Aj)) ≤ tnHn(Tj (Aj)),

Hn(Tj(Aj)) = Hn(Tj ◦ f−1
|Bj

◦ f|Bj
(Aj)) ≤ tnHn(f(Aj)),

1

tn
J(Tj)Ln(Aj) ≤

∫
Aj

J(Df)(x) dx ≤ tnJ(Tj)Ln(Aj)

and, because of the area formula for linear maps, Theorem 5.100, we have

Hn(Tj(Aj)) = J(Tj)Ln(Aj)

and, therefore,
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1

tn
J(Tj)Ln(Aj) ≤ Hn(f(Aj)) ≤ tnJ(Tj)Ln(Aj),

1

tn
J(Tj)Ln(Aj) ≤

∫
Aj

J(Df)(x) dx ≤ tnJ(Tj)Ln(Aj).

For t → 1, we conclude ∫
Aj

J(Df) dx = Hn(f(Aj))

and, summing in j, we infer the area formula, since

H0(A ∩ f−1(y)) =
∑
j

H0(Aj ∩ f−1(y)) =
∑
j

χf(Aj)
(y)

and ∫
RN

H0(A ∩ f−1(y)) =
∑
j

Hn(f(Aj)).

Step 5. A ⊂ {x | J(Df)(x) = 0}. In this case it suffices to prove that Hn(f(A)) = 0.

Given ε > 0, let gε : Rn → RN × Rn, gε(x) := (f(x), εx). Since f(x) is the first factor
of gε and the projection map (x, y) → x has Lipschitz constant 1,

Hn(f(A)) ≤ Hn(gε(A)).

On the other hand, J(Dgε)2 = det(DfTDf + ε2 Id), hence J(Dgε) and, for ε → 0,
J(Dgε) → J(Dg0) = J(Df). Step 4 then yields

Hn(gε(A)) =

∫
A
J(Dgε)(x) dx →

∫
A
J(Df) dx = 0.

Step 6. To conclude the proof, it suffices to decompose A as

A =
(
A ∩

{
x
∣∣∣J(Df)(x) = 0

})⋃(
A ∩

{
x
∣∣∣ J(Df)(x) > 0

})
and apply Step 4 and Step 5. ��

6.4.2 The coarea formula

6.82 Theorem (Coarea formula). Let f : Ω → RN , Ω ⊂ Rn open,
N ≤ n, be a function of class C1(Ω), and let A ⊂ Ω be an Ln-measurable
function. Then for LN -a.e. y ∈ RN , the set A ∩ f−1(y) is Hn−N -
measurable, the function y → Hn−N(A ∩ f−1(y)) is LN -measurable and∫

A

J(Df)(x) dLn(x) =

∫
RN

Hn−N (A ∩ f−1(y)) dLN (y). (6.46)

Here

J(Df)(x) :=
√
det(Df(x)Df(x)T ). (6.47)

Again we notice that Theorem 6.82 states that if one of the two integrals
in (6.46) exists, then the other exists too, and they are equal irrespective
of their finiteness.

By an argument similar to that of Theorem 6.81, the following result
can be proved starting from Theorem 6.82.
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6.83 Theorem. Let f : Ω ⊂ Rn → RN , Ω open, N ≤ n, be a function of
class C1, and let u : Ω → R be a nonnegative and Ln-measurable function
or, alternatively, let |u| J(Df) be Ln-summable. We have∫

Rn

u(x)J(Df)(x) dx =

∫
RN

(∫
f−1(y)

u(x) dHn−N (x)

)
dLN (y). (6.48)

Theorems 6.82 and 6.83 may be seen as a “curvilinear” extension of Fu-
bini’s theorem.

By applying (6.46) with A = B := {x ∈ Ω | J(Df)(x) = 0}, we infer

Hn−N (B ∩ f−1(y)) = 0 for LN -a.e. y ∈ RN .

On the other hand, if x ∈ Bc, the implicit function theorem yields an open
neighborhood Ux of x in Rn such that Ux∩f−1(y) is anHn−N -submanifold
of class C1 of Rn. We can therefore state the following.

6.84 Corollary (Sard-type theorem). Let f : Ω ⊂ Rn → RN , n ≥
N , be a map of class C1(Ω) and let B := {x ∈ Ω | J(Df)(x) = 0} =
{x | RankDf(x) < N}. For LN -a.e. y ∈ RN we can decompose f−1(y) as

f−1(y) = (f−1(y) \B) ∪ (f−1(y) ∩B)

where Hn−N(B ∩ f−1(y)) = 0 and f−1(y) \B is a C1 (n-N)-submanifold
of Rn.

Proof of Theorem 6.82. We divide the proof in eight steps.

Step 1. We prove the theorem for linear maps of maximal rank. Assume f : Rn → RN

is a linear map of rank N . From the polar decomposition formula, f = (ffT )1/2U∗,
where U∗U = IdRN and (ffT ) is an isomorphism. Therefore, if Rn = RN × Rn−N

and π : Rn → RN denotes the orthogonal projection onto RN , then f = σ ◦ π ◦ R,
where R : Rn → Rn is orthogonal and σ := (ffT )1/2 : RN → RN is an isomorphism.
The invariance of the measure with respect to orthogonal transformations and Fubini’s
theorem then yield

Hn(A) = Hn(R(A)) =

∫
Hn−N

(
R(A) ∩ π−1(z)

)
dLN (z).

Moreover, changing variables in the integral with z = σ(y), we get dy = |det σ| dz,
consequently,∫

Hn−N
(
R(A) ∩ π−1(z)

)
dLN (z) =

1

| detσ|
∫

Hn−N
(
R(A) ∩ π−1σ−1(y)

)
dLN (y)

and, since R is orthogonal and R(A) ∩ π−1σ−1(y)) = R(A ∩ f−1(y)), for any y ∈ RN

Hn−N
(
R(A) ∩ π−1σ−1(y)

)
= Hn−N

(
A ∩ f−1(y)

)
,

that is,

|det σ| Hn(A) =

∫
Hn−N

(
A ∩ f−1(y)

)
dLN (y).

The claim then follows, since from RRT = Id and ππT = IdRN , we have J(Df)2 =

det(ffT ) = | det σ|2.
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We now prove the theorem for f ∈ C1(Ω). As for the area formula, it suffices to
prove the theorem for A ⊂⊂ Ω, and we may assume f Lipschitz in A, i.e.,

|f(x) − f(y)| ≤ L|x− y| ∀x, y ∈ A

for some L > 0.

Step 2. f−1(y) is closed in Ω, hence a Borel set, consequently a Hn−N -measurable set.

Step 3. f(A) is LN -measurable. This may be proved as in Step 1 of the proof of Theo-
rem 6.80.

Step 4. We now prove that∫ ∗

RN
Hn−N (A ∩ f−1(y)) dLN (y) ≤ ωn−N ωN

ωn
LN Ln(A). (6.49)

This proves the coarea formula when A is a null set. The symbol
∫ ∗ deserves a definition.

When ϕ : RN → R, we define∫ ∗
ϕ(x) dLN (x) := inf

{∫
h(x) dx

∣∣∣h measurable, h ≥ ϕ
}
.

Trivially,
∫ ∗ ϕdx ≤ ∫ ∗ g(x) dx if ϕ ≤ g and

∫ ∗ ϕdx =
∫
ϕdx if ϕ is LN -measurable.

For j = 1, 2, . . . we choose a family of closed ball {Bj
i }i such that A ⊂ ∪∞

i=1B
j
i ,

diamBj
i ≤ 1/j, Bj

i ⊂ Ω and
∑∞

i=1 |Bj
i | ≤ |A|+ 1/j, and we set

gji (y) := ωn−N

(diamBj
i

2

)n−N
χ
f(B

j
i )
(y).

According to Step 2, the functions gji are LN -measurable. Moreover, for each j, by

choosing as covering of A∩ f−1(y) the balls Bj
i that cover f−1(y), i.e., those for which

y ∈ f(Bj
i ), from the definition of Hausdorff measure we get

Hn−N
1/j

(A ∩ f−1(y)) ≤ ωn−N

∑
y∈f(B

j
i
)

(diamBj
i

2

)n−N
=

∞∑
i=1

gji (y).

Since the functions gji are LN -measurable,∫ ∗

RN
Hn−N (A ∩ f−1(y)) dy =

∫ ∗

RN
lim inf
j→∞

Hn−N
1/j

(A ∩ f−1(y)) dy

≤
∫ ∗

RN
lim inf
j→∞

∞∑
i=1

gji dy =

∫
RN

lim inf
j→∞

∞∑
i=1

gji dy

(6.50)

and, applying Fatou’s lemma,∫
RN

lim inf
j→∞

∞∑
i=1

gji dy ≤ lim inf
j→∞

∞∑
i=1

∫
RN

gji dy

= lim inf
j→∞

∞∑
i=1

ωn−N

(
diamBj

i

2

)n−N

HN (f(Bj
i )).

(6.51)

On the other hand, by using the isodiametric inequality, see [GM4], we get

HN (f(Bi
j)) ≤ LNLN (Bj

i ) ≤ ωN

(diam(Bj
i )

2

)N
,

hence, joining with (6.50) and (6.51), we conclude
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∫ ∗

RN
Hn−N (A ∩ f−1(y)) dy ≤ LN lim inf

j→∞

∞∑
i=1

ωn−NωN

(diamBj
i

2

)n
= LN ωn−NωN

ωn
lim inf
j→∞

∞∑
i=1

Ln(Bj
i )

≤ LN ωn−NωN

ωn
Ln(A).

Step 5. If A is Ln-measurable, the map y → Hn−N (A ∩ f−1(y)) is Ln-measurable.

(i) If A is compact or open, then y → Hn−N (A∩ f−1(y)) is a Borel, hence measur-
able, map.
If A is compact and yh → y, then A ∩ f−1(y) contains all limit points of A ∩
f−1(yh). Consequently, every open covering of A ∩ f−1(y) necessarily covers
A ∩ f−1(yh) for h sufficiently large, therefore, for any δ > 0

limsup
h→∞

Hn−N
δ (A ∩ f−1(yh)) ≤ Hn−N

δ (A ∩ f−1(y)).

It follows that for any t ∈ R the set{
y ∈ Rn

∣∣∣Hn−N (A ∩ f−1(y)) ≥ t
}

is closed, i.e., that the map y → Hn−N
δ (A ∩ f−1(y)) is Borel, actually upper

semicontinuous ∀δ > 0.
If A is open, then A = ∪hKh, Kh ⊂ Kh+1, Kh compact. The claim then follows
from the compact case since

Hn−N (A ∩ f−1(y)) = lim
h→∞

Hn−N (Kh ∩ f−1(y)).

(ii) If A is an Ln null set, then y → Hn−N (A ∩ f−1(y)) = 0 for LN a.e. y ∈ RN .
Consider a sequence of open sets Aj such that A ⊂ Aj , Aj+1 ⊂ Aj ∀j and
Ln(Aj) < 1/j. From Step 3 and Step 4 we infer∫ ∗

Hn−N (A ∩ f−1(y)) dy ≤
∫ ∗

Hn−N (Aj ∩ f−1(y)) dy ≤ C Ln(Aj) ≤ C

j

and, for j → ∞, ∫ ∗
Hn−N (A ∩ f−1(y)) dy = 0,

that is, Hn−N (A ∩ f−1(y)) = 0 for LN -a.e. y ∈ RN .
(iii) If A is Ln-measurabile, the map y → Hn−N (A ∩ f−1(y)) is LN -measurable. It

suffices to decompose A as an at most denumerable union of compact sets and of
Ln-null sets and apply (i) and (ii) to each term of the decomposition.

Step 6. We prove the coarea formula when A ⊂ B where

B :=
{
x ∈ Rn

∣∣∣J(Df)(x) > 0
}
.

Since A is foliated by the smooth submanifods f−1(y), we try to reduce to the coarea
formula for linear maps.

Let I(n − N, n) denote the set of (n − N)-tuples of increasing numbers between
1 and n. For each λ = (λ1, λ2, . . . , λn−N ) ∈ I(n − N,n) let πλ be the orthogonal

projection onto the n−N-coordinate plane of coordinates xλ1 , . . . , xλn−N ,

πλ(x
1, . . . , xn) = (xλ1

, . . . , xλn−N
).

Since Df(x0) has maximal rank, for every x0 ∈ B there exists λ ∈ I(n − N,n)
such that Tx0 := (Df(x0),Dπλ)

T is invertible. According to the local invertibility
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theorem, see [GM4], there is an open neighborhood Ux0 of x0, such that the function
hλ : Ux0 → Rn given by hλ(x) := (f(x), πλ(x)) is a diffeomorphism with open image,

consequently, gλ := T−1
x0

◦hλ : Ux0 → Rn is a diffeomorphism. Moreover, Dgλ(x0) = Id
since Dhλ(x0) = Tx0 . Therefore, for t > 1,

Lip(gλ) ≤ t, Lip(g−1
λ ) ≤ t

and

t−N ≤ J(Df)(x)

J(Df)(x0)J(Dgλ)(x)
≤ tN ∀x ∈ Ux0 ,

possibly taking a smaller neighborhood Ux0 .
Therefore, see Step 4 of the proof of Theorem 6.80, for any t > 1 there exist a

disjoint family of Borel sets {Bk}, orthogonal projections πk onto n − N dimensional
coordinate planes and linear isomorphisms Tk : Rn → Rn of the form (Lk(x), πk(x))
with Lk : Rn → RN of maximal rank such that the following hold:

(i) B = ∪kBk , where {Bk} is a family of Borel sets,
(ii) for any k the map x → hk(x) := (f(x)), πk(x)) is a diffeomorphism in a neigh-

borhood of Bk .
(iii) For any k the map gk := T−1

k ◦hλk
is a diffeomorphism in an open neighborhood

of Bk with Lip(gk) ≤ t, Lip(g−1
k ) ≤ t and

t−NJ(Lk)J(Dgk)(x) ≤ J(Df)(x) ≤ tNJ(Lk)J(Dgk)(x) ∀x ∈ Bk . (6.52)

Set
Ak := A ∩ Bk,

From the area formula and (6.52), trivially,

t−NJ(Lk)Ln(gk(Ak)) ≤
∫
Ak

J(Df)(x) dx ≤ tNJ(Lk)Ln(gk(Ak)), (6.53)

while, since f(x) = Lk ◦ gk(x), we infer by Step 1 that

J(Lk)Ln(gk(Ak)) =

∫
RN

Hn−N
(
gk(Ak) ∩ L−1

k (y)
)
dLn−N (y)

=

∫
RN

Hn−N
(
gk(Ak ∩ f−1(y))

)
dLn−N (y)

(6.54)

since gk(Ak) ∩ L−1
k (y) = gk(Ak ∩ f−1(y)). On the other hand, for any y ∈ RN

tN−nHn−N
(
Ak ∩ f−1(y)

)
≤ Hn−N

(
g(Ak ∩ f−1(y))

)
≤ tn−NHn−N

(
Ak ∩ f−1(y)

)
,

(6.55)

since Lip(gk), Lip(g−1
k ) ≤ t. By integrating (6.55) in y with respect to LN , we then

infer

tN−n

∫
RN

Hn−N (Ak ∩ f−1(y)) dy ≤ J(Lk)

∫
Ak

J(Dgk)(x) dx

≤ tn−N

∫
RN

Hn−N (Ak ∩ f−1(y)) dy.

(6.56)

The proof is then concluded from (6.53) and (6.56) if we sum in k and let t → 1.

Step 7. We now prove the coarea formula for sets A ⊂ Bc := {x |J(Df)(x) = 0}. For
ε > 0 set

g : Rn × RN → RN , g(x, w) := f(x) + εw, x ∈ Rn, w ∈ RN

π̂ : Rn × RN → RN , π̂(x,w) := w, x ∈ Rn, w ∈ RN
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so that Dg(x, w) = Df + ε Id and J(Dg) ≤ Cε. Since for any w ∈ RN∫
RN

Hn−N (A ∩ f−1(y)) dy =

∫
RN

Hn−N (A ∩ f−1(y − εw))dy,

we infer∫
RN

Hn−N (A ∩ f−1(y)) dy =
1

ωN

∫
B(0,1)

dw

∫
RN

Hn−N (A ∩ f−1(y − εw)) dy. (6.57)

Next, we notice that if C := A×B(0, 1), we have

C ∩ g−1(y) ∩ π̂−1(w) =

⎧⎨⎩∅ if w /∈ B(0, 1),

(A ∩ f−1(y − εw))× {w} if w ∈ B(0, 1)
(6.58)

for all y, w ∈ RN . In fact, (x, z) ∈ C ∩ g−1(y) ∩ π̂−1(w) if and only if

x ∈ A, z ∈ B(0, 1), f(x) + εz = y, z = w,

i.e., if and only if

x ∈ A, z = w ∈ B(0, 1), f(x) = y − εz,

or if and only if

w ∈ B(0, 1), (x, z) ∈ (A ∩ f−1(y − εw))× {w}.
Returning to (6.57), we now use Fubini’s theorem and Step 5 to get∫

RN
Hn−N (A ∩ f−1(y)) dy =

1

ωN

∫
RN

dw

(∫
RN

Hn−N (C ∩ g−1(y) ∩ π̂−1(w)) dy

)
=

∫
RN

Hn(C ∩ g−1(y)) dy =

∫
C
J(Dg) dx dz

≤ sup
C

J(Dg)Hn+N (C) ≤ C εHn(A).

For ε → 0 we conclude that∫
RN

Hn−N (A ∩ f−1(y)) dy = 0 =

∫
A
J(Df) dx.

Step 8. In the general case, we write A = (A∩B)∪(A∩Bc), where B := {x |J(Df)(x) >
0}. Applying Step 6 to A ∩ B and Step 7 to A ∩ Bc, we conclude the proof. ��

6.5 Exercises
6.85 ¶ Stereographic projection. Let Sn = {(x, z) ∈ Rn × R | |x|2 + z2 = 1} be
the unit sphere in Rn+1. The stereographic projection of the sphere onto Rn from the
South Pole PS = ((0, . . . , 0), 1) is the map σ : Sn → Rn given by σ((x, z)) := x/(1+ z),
(x, z) ∈ Sn. Show that the inverse of the stereographic projection is the map u : Rn →
Sn ⊂ Rn+1 given by

u(x) :=
( 2

1 + |x|2 x,
1− |x|2
1 + |x|2

)
, x ∈ Rn.

If A1(x), . . . , An(x) denote the columns of Du(x), show that Ai(x) •Aj(x) = λ2(x)δij .
Infer that
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J2
u(x) =

1

nn
|Du|2n =

1

nn

1

(1 + |x|2)n
and conclude that

Hn(Sn) =
1

nn/2

∫
Rn

1

(1 + |x|2)n dx =
1

nn/2

∫
Rn

|Du|n dx.

6.86 ¶ Kantorovich’s inequality. Let μ be a probability measure in [0, 1], let f :
[0, 1] → R be a continuous function and let m := inf [0,1] f(x) and M := sup[0,1]. Show
that if

0 < m ≤ M < +∞,

then (∫ 1

0
f dμ

)(∫ 1

0

1

f
dμ

)
≤ (m+M)2

4mM

with equality if and only if μ is concentrated on the sets {x | f(x) = m} and {x | f(x) =
M} with

μ
(
{x | f(x) = m}

)
= μ

(
{x | f(x) = M}

)
=

1

2
.

[Hint. Notice that√(∫ 1

0
f dμ

)(∫ 1

0

1

f
dμ

)
≤ 1

2

∫ 1

0

(
λ f +

1

λ f

)
dμ

for all λ ∈ [0, 1].]
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◦ L. Hörmander, Notion of Convexity, Birkäuser, Boston, 1994.
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C. Index

2-vector, 214

a.e., 308
– uniform convergence, 17
action
– of a Lagrangian, 97, 157
action-angle variables, 197
adjoint
– formal, 222
almost everywhere, 308
application
– k-alternating, 216
– k-linear, 216
– bilinear, 213
– bilinear alternating, 213
– orientation preserving, 229
area formula
– on submanifolds, 238
axiom of choice, 293–295

balance equation, 4
Banach–Tarski paradox, 295
barycentric coordinates, 68
base point, 105
brachystochrone, 160

calibration, 187
catenoid, 160
co-phase space, 194
codifferential, 255
condition
– Slater, 145
conditions
– natural, 155
cone
– convex
– – dual, 107
– finite, 106
conformality relations, 183
conjugate exponent, 18
conservation
– angular momentum, 186

– energy, 159, 181, 186, 194
– momentum, 186
conservation law, 185
constitutive equation, 4, 275
constraint
– active, 110
– qualified, 110
constraints
– holonomic, 172
– isoperimetric, 170
continuity equation, 4
convex
– duality, 87
convex body, 89
convex hull, 72
convex optimization
– dual problem, 132, 140
– Kuhn–Tucker equilibrium conditions,

131
– Lagrangian, 131, 142
– primal problem, 130, 140
– saddle points, 143
– Slater condition, 145
– value function, 140
curl, 259, 261
curvature functional, 161, 162
– elastic lines, 164, 171
– variations
– – normal, 163
– – tangential, 163
curve
– minimal energy, 181
– minimal length, 181
– rectifiable, 366

s-density, 381
decomposition of unity, 236
degree, 250, 252
derivative
– co-normal, 155
– Radon–Nikodym, 358, 373
– strong in Lp, 33
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– weak in Lp, 35
determinant, 217, 224
– Binet formula, 224
– Cauchy–Binet formula, 227
– Laplace formula, 224
differential form
– Beltrami, 189
– Cartan, 196, 204
– Poincaré, 204
– symplectic, 204
Dirac’s delta, 337
direction
– admissible, 110
Dirichlet
– integral, 49, 155
– – generalized, 175
– principle, 33
– problem, 3
divergence, 259, 261
dual basis, 220
dual of H1

0 (Ω), 46
duality, 220

eikonal, 190
energy method, 3, 5, 7
equation
– balance, 4
– Carathéodory, 189
– Cauchy–Riemann, 54
– constitutive, 4
– continuity, 4
– equilibrium, 2
– – in the sense of distributions, 45
– – in weak form, 45
– Euler–Lagrange, 98, 99
– – constrained, 172
– – strong form, 152
– – weak form, 152
– fundamental of simple fluids, 100
– geodetic, 177
– Hamilton, 194
– Hamilton’s canonical system, 99
– Hamilton–Jacobi, 195
– – complete integral, 200
– – reduced, 211
– heat, 3, 14
– Laplace, 1, 2
– – in a disk, 11
– – in a rectangle, 8
– Newton, 157, 185
– parabolic, 5
– Poisson, 2
– Schrödinger, 210
– self-dual, 258
– wave, 6, 158
– – with viscosity, 15
equations
– Maxwell, 276

equilibrium conditions
– Euler–Lagrange, 99
– Kuhn–Tucker, 111, 117
essential
– supremum, 16
Euler–Lagrange equation, 98
– constrained, 172
example
– Hadamard, 13
– Lebesgue, 166
– Weierstrass, 167
exterior algebra, 213, 220
exterior differential, 233
extremal point
– of a convex set, 76

family of sets
– σ-algebra, 284
– σ-algebra generated, 284
– σ-algebra of Borel sets, 284
– algebra, 284
– Borel sets, 301
– semiring, 298
Fenchel transform, 138
field
– dual slope, 195
– eikonal, 189
– Mayer, 189
– of extremals, 188
– of vectors
– – Helmholtz decomposition, 273
– – Hodge–Morrey decomposition, 274
– optimal, 190
– slope, 188
fine covering, 371
first integral, 159
formula
– area, 333, 384
– Binet, 224
– Cauchy–Binet, 227
– Cavalieri, 315
– change of variables, 335, 385
– coarea, 387
– disintegration, 376
– Fourier inversion, 30
– homotopy, 268
– integration by parts
– – for absolutely continuous functions,

365
– Laplace, 224
– Parseval, 31
– Plancherel, 31
– Poisson, 12
– repeated integration, 325
– Tonelli
– – repeated integration, 331
Fourier
– inverse transform, 30



Index 401

– inversion formula, 30
– transform, 28, 29, 31
free energy, 157
function
– ε-regularized, 21
– p-summable, 18, 19
– absolutely continuous, 37, 364
– Banach indicatrix, 384
– biharmonic, 161
– Borel measurable, 303
– Cantor–Vitali, 292, 364
– convex, 76
– – bipolar, 139
– – closure, 135
– – effective domain, 133
– – polar, 138
– – proper, 133
– – regularization, 135
– convex l.s.c. envelope, 147
– distance, 146
– – from a convex set, 73
– distribution, 316
– epigraph, 77, 133
– gauge, 146
– Hardy–Littlewood maximal, 348
– harmonic, 1
– holomorphic, 54
– indicatrix, 133
– integrable, 312
– integral p-mean, 23
– integral mean, 23
– l.s.c., 134
– Lebesgue measurable, 309
– Lebesgue points, 352
– Lebesgue representative, 352
– Lipschitz-continuous, 365–367
– lower semicontinuous, 134
– measurable, 303
– of bounded variation, 363
– payoff, 127
– principal of Hamilton, 198
– quasiconvex, 78, 124
– rapidly decreasing, 29
– saddle point, 124
– simple, 307
– stereograohic projection, 392
– strictly convex, 76, 82
– summable, 312
– support, 78, 146

game
– noncooperative, 128, 129
– optimal strategies, 122
– payoff, 122
– utility function, 122
– zero sum game, 122
Gauss map, 252
Grassmannian, 230

gravitational potential, 64

H−1(Ω), 46
Haar’s basis, 64
Hadamard’s example, 13
Hamilton
– minimal action principle, 97
– principal function, 198
Hamilton’s equations, 194
Hamiltonian, 98, 157
harmonic functions
– formula of the mean, 12
– maximum principle, 2
– Poisson’s formula, 12
harmonic oscillator, 156, 211
Hausdorff dimension, 380
heat equation, 3
Helmholtz’s decomposition formula for

fields, 273
Hodge operator, 230
homotopy map, 266
hyperplane
– separating, 69
– support, 69

inequality
– between means, 92
– Chebycev, 316
– discrete Jensen’s, 77, 80, 92
– entropy, 92
– Fenchel, 138
– Hadamard, 93
– Hardy–Littlewood inequality, 348
– Hardy–Littlewood weak estimate, 348
– Hölder, 18, 92
– interpolation, 24
– isoperimetric, 38
– Jensen, 24
– Kantorovich, 393
– Markov, 316
– Minkowski, 18, 92
– Poincaré, 40
– Poincaré–Wirtinger, 40
– weak-(1 − 1), 349
– Young, 92
infinitesimal generator, 178
inner measure, 336
inner variation, 180
integral
– absolute continuity, 317
– along the fiber, 266
– as measure of the subgraph, 322
– functions with discrete range, 337
– invariance under linear transformations,

331
– Lebesgue, 312
– linearity, 314
– Stieltjes–Lebesgue, 361
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– – integration by parts, 363
– with respect to a discrete measure, 337
– with respect to a product measure, 330
– with respect to Dirac’s delta, 337
– with respect to the counting measure,

338
– with respect to the sum of measures,

337
integration by parts
– for absolutely continuous functions,

365
isodiametric
– inequality, 380, 389

Jensen inequality, 24

k-covectors, 221
– norm, 226
k-vectors, 217
– exterior product, 217
– norm, 226
– simple, 227
differential k-form, 233
– Brouwer degree, 251
– closed, 266
– codifferential, 255
– exact, 266
– exterior differential, 233
– harmonic, 258
– Helmholtz decomposition, 273
– Hodge–Morrey decomposition, 274
– inverse image, 234
– linking number, 253
– normal part, 257
– pull-back, 234, 240
– tangential part, 257
– volume of a hypersurface, 281
kinetic energy, 157

s-lower density, 381
Lagrange multiplier, 112, 170
Lagrangian, 97, 157
– null, 188
Laplace’s equation, 1, 2
– weak form, 44
Laplace’s operator
– on forms, 257
Laplacian
– first eigenvalue, 171
lattice, 344
law
– Ampère, 264
– Biot–Savart, 264
Legendre transform, 89, 90
Legendre’s polynomials, 64
lemma
– du Bois–Reymond, 34, 168
– Farkas, 111

– Fatou, 314
– fundamental of the calculus of

variations, 33
– Poincaré, 267
– Sard type, 388
linear programming, 116
– admissible solution, 116
– dual problem, 117
– duality theorem, 118
– feasible solution, 116
– objective function, 116
– optimality, 117
– primal problem, 117
linking number, 253
Lorentz’s metric, 278

map
– harmonic, 174
– homotopy, 266
matrix
– cofactor, 225, 249
– doubly stochastic, 94
– permutation, 94
– special symplectic, 202
– symplectic, 203
maximum principle
– for elliptic equations, 2
– for the heat equation, 5
measure, 284
– σ-finite, 300
– absolutely continuous, 353
– Borel, 301
– Borel-regular, 301, 340
– conditional distribution, 377
– construction
– – Method I, 298
– – Method II, 302
– counting, 300, 329
– derivative, 347
– – Radon–Nikodym, 358, 373
– Dirac, 342, 343
– disintegration, 376
– doubling property, 356
– Hausdorff, 378
– – s-densities, 381
– – spherical, 379
– inner-regular, 340, 342
– Lebesgue, 290, 301
– outer, 284
– outer-regular, 340
– product, 328
– Radon, 342
– restriction, 340
– singular, 353
– Stieltjes–Lebesgue, 361
– support, 343
method
– energy, 3
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– Jacobi, 207
– separation of variables, 7, 8
methods
– direct, 164
– indirect, 164
metric
– Lorentz, 278
minimal surfaces, 183
– parametric, 183
multiindex of length k, 215
multivectors
– Hodge operator, 230
– product
– – exterior, 220
– – scalar, 225

operator
– biharmonic, 161
– codifferentiation, 255
– D’Alembert, 6
– Hodge, 230
– Laplace, 1
– – eigenvalues, 56
– – eigenvectors, 56
– – on forms, 257
– – variational characterization of

eigenvalues, 57
– monotone, 80
– trace, 43
oriented
– integral of a k-form, 239, 246
– plane, 230
outer measure
– Lebesgue, 286

parabolic equation, 5
parentheses
– fundamental, 206
– Lagrange, 205
– Poisson, 206
Parseval’s formula, 31
permutation, 215
– signature, 215
– transposition, 215
permutation matrix, 94
Piola identities, 249
Plancherel formula, 31
Poincaré–Cartan integral, 196
point
– Lebesgue, 352
– Nash, 129
Poisson’s equation, 2
– weak form, 44
Poisson’s formula, 12
polyhedron, 72
potential
– vector, 278
potential energy, 157

Poynting flux-energy vector, 280
principle
– Hamilton’s minimal action, 97
– Dirichlet, 47–49
– Fermat, 156
– first of thermodynamics, 101
– Hamilton, 157
– Huygens, 192
– second of thermodynamics, 101
problem
– diet, 115
– Dirichlet, 152
– – alternative, 55
– – eigenvvalues, 56
– – weak solution, 49
– investment management, 114
– isoperimetric, 170
– Neumann, 51, 155
– – weak form, 52
– optimal transportation, 115, 120
– with obstacle, 210
product
– exterior, 214, 217
– – multivectors, 220
– triple, 262
– vector, 232
product measure, 328
property
– doubling, 356
– mean, 25
– – for harmonic functions, 12
– universal of exterior product, 218

regularization
– lower semicontinuous, 319
– mollifiers, 21
– upper semicontinuous, 319

Schrödinger’s equation, 210
self-dual equations, 258
set
– μ-measurable
– – following Carathéodory, 296
– σ-finite, 300
– Borel, 288, 301
– Cantor, 291
– Cantor ternary, 292
– contractible, 266
– convex, 67
– density, 352
– finite cone, 106
– – base cone, 106
– function, 283
– – σ-additive, 283
– – σ-subadditive, 283
– – additive, 283
– – countably additive, 283
– – monotone, 283
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– Lebesgue measurable, 287
– Lebesgue nonmeasurable, 294
– measurable, 296
– – characterization, 288
– null set, 308
– perfect, 291
– polar, 87
– polyhedral, 72, 104
– polyhedron, 72, 104
– symmetric difference, 287
– zero set, 287
Slater condition, 145
space
– L∞, 16
– Lp, 19
– Sobolev, 33
Sturm–Liouville, 60
subdifferential, 79
submanifold
– oriented, 240
surfaces
– Gaussian curvature, 253
– minimal, 183
– – rotationally symmetric, 159
– of prescribed curvature, 155
symbols
– Christoffel
– – first kind, 177
– – second kind, 177
symplectic form, 204
symplectic group, 203

tensor
– energy-momentum, 180
– Hamilton, 180
test
– Carathéodory, 287
– – for measurability, 295
– – for measurability in metric spaces,

301
theorem
– absolute continuity of the integral, 317
– alternative, 54
– Beppo Levi, 313
– Bernstein, 165
– Birkhoff, 94
– Brouwer, 250, 251
– Brunn–Minkowski, 96
– Carathéodory, 72
– Carathéodory’s construction, 299
– Carleson, 27
– circulation, 263
– construction of measures
– – Method I, 299
– covering, 349
– – Besicovitch, 369, 371
– curl, 263
– de Rham, 270

– differentiation
– – Lebesgue, 349, 358
– – Lebesgue–Besicovitch, 373
– – Lebesgue–Vitali, 348
– – under the integral sign, 318
– duality of linear programming, 118
– Egorov, 17
– existence of saddle points of von

Neumann, 124
– Farkas–Minkowski, 108
– Federer–Whitney, 173
– Fredholm alternative, 108
– Fubini, 323, 325, 328, 330
– fundamental of calculus
– – Lipschitz functions, 365
– Gauss–Bonnet, 253
– Gibbs
– – on pure and mixed phases, 103
– Hardy–Littlewood, 349
– Helmholtz, 273
– Hodge–Morrey, 274
– integration of series, 317
– Jacobi, 201
– Kahane–Katznelson, 28
– Kakutani, 125
– Kirszbraun, 366
– Kolmogorov, 27
– Kuhn–Tucker, 111
– Lebesgue, 317
– – dominated convergence, 314
– Lebesgue decomposition, 354
– Lebesgue’s dominated convergence, 20
– Liouville, 195
– Lusin, 309, 341, 343
– Meyers–Serrin, 36
– minimax of von Neumann, 124
– monotone convergence
– – for functions, 313
– – for measures, 285
– Motzkin, 75
– Nash, 129
– Noether, 185
– Perron–Frobenius, 113
– Poincaré recurrence, 195
– Poisson, 206
– Rademacher, 367
– Radon–Nikodym, 354
– regularity for 1-dimensional extremals,

168
– Rellich, 41
– repeated integration, 330
– Riesz, 345
– Sard type, 388
– Stokes, 247, 248
– Sturm–Liouville eigenvalue problem, 60
– Tonelli
– – absolutely continuous curves, 366
– – repeated integration, 326
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– total convergence, 317
– Vitali
– – absolute continuity, 364
– – nonmeasurable sets, 294
– – on monotone functions, 362
– – Riemann integrability, 320
– Vitali–Lebesgue, 348
– Weierstrass representation formula, 190
thin plate, 161
total energy, 157
total variation, 363
transform
– Fenchel, 138
– Fourier, 28
– Legendre, 89, 90
transformation
– canonical, 203
– – exact, 204
– – Levi–Civita, 211
– – Poincaré, 211
– generalized canonical, 203
transition matrix, 113

s-upper density, 381
uniqueness
– for the Dirichlet problem, 3
– for the initial value problem, 6
– for the parabolic problem, 5

variable
– cyclic, 197
– slack, 108, 117
variation
– first, 152
– general, 179
– interior, 180
variational inequalities, 211
variational integral, 151
– admissible variations, 154
– extremal, 153
– stationary points, 180
– strongly stationary points, 180
Variational integrals
– integrand, 151
variational integrals
– regularity theorem, 168
vector calculus, 255
vector potential, 278
Vitali’s covering, 371

wave equation, 6
– with viscosity, 15
weak estimate, 316
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